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Executive Summary

Due to the expected high number and thus densifgrofocells and their unplanned deployment, low
cost deployment and management mandates the gedf-ofganization and self-optimization. Especially
self-optimization of the radio access will allowduetion of interference, optimization of radio resme
allocation and reduction of energy consumption it the same time minimising the complexity of
network management. This deliverable examines enehobthese self-organization techniques, as well
providing an extension to the mobile and fixed fecall relay scenarios with preliminary results.

Section 2: Overview of SON TechniquesAn overview of the issue of self-organizing
networking (SON) is provided with an in-depth tagmy. State-of-the art literature on
interference management in the context of SO, idiged machine learning and RF front-end
functionalities is subsequently discussed. Maj@eaech projects and their contributions to
standardization activities dedicated to SON aadtigiare also discussed.

Section 3 Architectural requirements of SON 3GPP & BeFEMTO HeNB SON use case
functionalities are discussed with a preliminarglgsis of their relevance for the case of HeNB-
HeNB as well as for the case of eNB-HeNB. In additia look into recent Release 10 additions
to SON functions and the extension to interferemagagement case is provided. Finally, an
overview of ongoing work for Release 11, where & heéork Item on SON has been opened,
and recent trends is included.

Section 4: SON for Interference Minimization The impacts of dominant interference
conditions in the downlink when macro UEs are iosel proximity of femtocells are assessed.
Next, the performance of a macro/femto network oed with MIMO spatial multiplexing
mode is presented. By combining spatial multiplgxicharacterized by 4x4 antenna
configuration and interference mitigation, the BeFEMaverage femtocell spectral efficiency
target of 8bps/Hz is achieved. In addition, SOldigers for interference minimization are
examined as a means of minimizing the overall fatence per resource block (RB) generated
outside the femtocell coverage range while redutiilegransmission power in each RB. Finally,
spectral efficiency enhancement on the accesfiutdoor fixed relay femtocells through SO
of eNB antennas tilt is investigated.

Section 5: SON for Radio Resource Management: Aet of innovative SON-enablers for
radio resource management are presented. Firspattagligm of docition is presented where a
femto BS learns the interference control policy wacefl by an already active neighboring
femtocell, and thus saving significant energy dyrihe startup and learning process. Second,
femtocell-aided macrocell transmission is preseaged means of improving the performance of
cell-edge macrocell users with a reward mechanigaisg spectrum leasing for cooperative
femtocells. Finally, interference coordination sties in the spatial domain are analyzed and
shown to improve the performance of UEs sufferigrfistrong interference.

Section 6 SON for Energy Efficiency. Focus is on energy efficiency within the contekt
SON where an admission control and resource alwctacheme are proposed, which aims at
balancing the energy usage by femto cell usersdstwthe signalling and the data transmission.
Finally, RF front-end functionalities for SON areepented including an implementation of
power control for downlink that combines both opeop and closed-loop.

Finally, Section 7looks at the issue of fixed and mobile femtocelhys. Focus is first on the
fixed femtocell relay where a femto BS is used aslay in an indoor environment for coverage
extension. Finally, moving relays are investigatéith a main emphasis on in-band backhauling.
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1. Introduction

The aim of this section is to introduce the visiod aationale of BeFEMTO WP4 activities.

1.1 BeFEMTO WP4 Vision & Goals

As outlined in the DoW [111], the BeFEMTO projecinagi at the investigation into development and
optimisation ofindoor and outdoor broadband femtocell technologies. The femtocethtelogies
designed have to mutonomously self-managingand provideopen and shared accesas illustrated in
Figure 1-1, BeFEMTQO'’s WP4 vision comprises three anghemes, indoor networked femtocells,
outdoor fixed relay femtocell and outdoor mobilmfecell.

Macro Cellular Network

% \L(@)))z
<« )))Elxed Relay Femto

¢ > Ry | 22
e\ T&( QP> i 11/
! -
ks 22> o
i 1) AN Qb @) A
= o b ’ —] —t e
- s
DSL, ‘ Do .

Cable,

M'

Mobile Femto

]

[ 1
B
as '

Internet

DSL, Cable,
FTTB, FTTH

) Networked Femto

Figure 1-1: BeFEMTO WP4's vision of broadband evolvedemtocells.

The theme ofndoor networked femtocellsis a long-term research theme that has only bkgihtly
addressed in the research community, if ever. Witiwvorked femtocells, BeFEMTO will investigate on
advanced cooperation between femtocells instateluildings such as hospitals, offices or shopping
malls. This approach goes far beyond any statetofemto technology and offers new service
provisioning for home, office and enterprise enniments, and, consequently, new market and business
opportunities for service providers. From a techhigerspective, networked femtocell requires novel
concepts and algorithms with special focus on; uss® and interference management, network
synchronization, and architectural design faciligt a tight integration into macro and other
infrastructure networks. The networks of femtocetisild be formed by explicit wired connectionsiust
networking could be wireless. The latter seems rptaasible given the self-organising capabilitieatth
BeFEMTO sees as an essential element of future fetigoc

Mobile & relay outdoor femtocells are also novel and they are to provide broadbanthawnications to
people outdoors walking or on the move using eugplip transports. Consequently, we have to copk wit

a wireless backhaul link as opposed to the wirdlmieused for fixed or indoor stand-alone femtales.
Moreover, moving and relay femtocells have to lghtty integrated into an overall heterogeneous
network deployment without jeopardizing macro netweapacity and quality. This again requires
special attention for instance to radio resourcaagament, interference management, group-handover
and admission control techniques.

From a technical point of view, goal is to achiewehigh system spectral efficiency of at least
8bps/Hz/cell (at a given outage level) ancveaximum mean transmit power of less than 10mw for
indoors femtos Figure 1-2 illustrates these objectives in corigoer to GSM and UMTS/LTE-based
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cellular systems where spectral efficiency and ksadon output power values have been taken from

[111].
b/s/Hz/Cell

F 3
11—+
10 BeFEMTO Target:

Spectral Efficiency = 8
8.0 MaxAveraged Output 3GPP Release 8 — BS Rated Output Power:
Power < 10 dBm
L I Wide area BS = No upper power limit
- Medium area BS < 38 dBm

— Local area BS < 24 dBm

5.0 Home BS without MIMO < 20 dBm
Home BS with MIMO < 17 dBm
40—+
30 LTE-A Local Area BS H H LTE-A Medium Area BS
2.0 LTE Local Area BS H H LTE Medium Area BS
1.0+
I 3GPP Rel. 8 Home BS
T
5 10 15 20 25 30 35 40 45 50 55

BS Qutput Power [dBm]

Figure 1-2: lllustration of BeFEMTQ's targets in relation to 3GPP based cellular systems.

1.2 BeFEMTO WP4 Objectives & Challenges

To facilitate above vision and goals, WP4 aims hteadng the following objectives:

04.1: Development of new algorithms to allow accuratal-tene geographic location of
femtocells and autonomous coverage estimationlffthescenarios.

04.2: Development of radio context aware learning meidmas, in centralized and
decentralized fashion, and of network synchromiratschemes, together with evaluation of
implications on system stability and on the timales of different parameters involved in self-
organisation.

04.3: Research on novel RRM solutions (interference meament, resource allocation,
scheduling, handover, admission control, flow colpttailored to the emerging paradigm of
networked femtocells.

04.4: Enable integrated self-optimisation of radio accagsemes and parameters taking into
account the required signalling on the control plams well as the associated energy
requirements.

04.5: Adaptation and further improvement of above alpons to the needs of fixed relay and
mobile femtocells.

To meet these objectives, the following challengesevpromised to be addressed:

Interference Management.Assuming that femto nodes operate in the sameidrezy band as

overlay networks such as macro or micro nodestamgtchallenge is to cope with the mutual
interference caused. This is even a serious prolsieae femtocells are likely to be rollout
unplanned, and, hence, without pre-determined r&tlayout. In order to ensure a successful
future deployment of femtocells, no matter whiclertte is considered, efficient interference
management by coordination between femto and gvesjatems with less control signalling
overhead is of utmost importance. In this contegtf-organizing and self-optimizing concepts
play a significant role aiming for an easy and fastwork deployment and operation.
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BeFEMTO envisages indoor positioning schemes andofegtitcoverage estimation techniques,
as well as other related information, to be incoaped in self-optimisation algorithms to
improve performance and, more importantly, stabdit operation. By further including flexible
transceiver technologies with interference cantiellaproperties and coordinated multi-point
technologies into a cross-layer interference mamage, BeFEMTO envisages a high scalability
and flexibility to handle wireless signals with yativerse QoS requirements efficiently to meet
the high spectrum efficiency target of 8bps/Hz/¢alla given outage level).

Link and Access Management.Handover, admission control and, in general, nesou
management algorithms such as load balancing anddbntrol have to be designed to allow for
a tight interworking of femto nodes with overlaysssms. Especially the flat architecture of
3GPP LTE/LTE-A mandates the implementation of distedutnanagement concepts, e.g.
across femto and macro nodes, and it is a challengeme up with optimal solutions requiring
less control signalling effort whilst meeting powedficiency, high and diverse QoS constraints,
as well as the different time-variant channel ctiods.

Dynamic Bandwidth Allocation and Sharing. Multi-operator band sharing for indoor
standalone femtocells is a challenging task toduressed as an approach to allow for efficient
macro-femto coexistence and enhance capacitynstarice, a flexible allocation of a user being
served by a femto node of which frequency bandofieeed in a multi-operator shared fashion
allows for assigning the user to the band that gedigpes macro network transmissions at
minimum. Furthermore, driven by the increasing msitg of QoS demands, it is required to fully
exploit the OFDM air interface by allowing for fldéke bandwidth allocation. This also includes
handling backhaul (aggregated traffic) and useecHie signals simultaneously in case of
fixed/mobile relay femto nodes and networked ferlisc but also takes into account the

broader scope of jointly managing non-adjacent Ueegy bands allocated to mobile
communication systems by regulatory bodies.

Taken from the DoW of BeFEMTO, the table below sumeearithese challenges for WP4.

Table 1-1: WP4 challenges and innovations versus BEMTO themes.

Challenges / Innovations

coverage & QoS

Achieving 10 mW output power objective with same

Networked
Femtocells

X

Fixed Relay

Mobile

Femtocells

Cooperative multipoint transmission

X

Integration between macro and relay femtocells

Femto - macro co-existence:

Interference characterisation, mitigation and
coordination; centralized and de-centralized
approaches

Capacity balancing between macro and femtocell

2]

Distributed resource management between macr
and femtocells

O

Self-configuring & self-optimising femtocells

Scheduling for interference avoidance

Interference mitigation through beamforming

Decentralised resource allocation through game
theoretic and learning approaches

Range incorporated scheduling

Integrated femto hop selection and scheduling

Application of COMP technologies

Resource-efficient and QoS-aware
routing (including load balancing)

Handover optimisations and efficient signalling

Handover in open access

Exchange of control information for radio resourct
management (may be a new X2 like interface)

D

Cooperative positioning techniques

Automatic coverage estimation

Radio context aware learning mechanisms
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Mobility management and context transfer | X X
Centralised versus distributed learning mechanisms X X X
Access control for local networks and services X

Dynamics and time scale for self- optimisation X X X

1.3 Need for Self-Organization

Due to thehigh number of femtocellsexpected and theimplanned deploymentin the above described
scenarios, easy installation, low cost deploymedtrmanagement makes the use of self-organizatidn an
self-optimization essential. Especially self-optiation of the radio access will allow reduction of
interference, optimization of radio resource altmraand reduction of energy requirements, whiléhat
same time minimising the complexity of network mgement. With the reduction of the deployment
complexity CAPEX and OPEX can be reduced substantiving the way for large-scale femtocell
deployment. Therefore, to handle these challenges dost effective wayutomatic, adaptive and
autonomous self-organization techniques are needewvhich will reduce the cost of planning and
deploying femtocells while achieving optimal capadn a changing cellular environment.

The deployment of femtocells in an unplanned wayl waffect the performance of the overlaying

macrocell network. The network capacity is expedtethcrease with the deployment of femtocells but
the interference level for the macrocells will iease as well, thus affecting the capacity of the
macrocells. This interference is calledoss-tier interference Moreover, neighbour femtocells may

interfere with each other, which is called-tier interferenceThe management of co-tier and cross-tier
interferences in a self-organized manner is essential for thecasssful deployment of femtocells and

needs to be investigated in detail. This will belyred by self-optimizing resource allocation and
dynamic fractional frequency reuse schemes.

With interference at bay, an important issue igeétermine when, how and whom to schedule resources
to in the network of femtos. This is part of tagio resource managemen{RRM) functionalities which
need to ensure that interference, coverage, cgpacjtiirements and BeFEMTO's goals of 8bps/Hz/cell
are met.

Due to the large number of femtocells thieergy requirements of femtocells need to be taken into
account in the self-organization of the femtocadtworks in order to achieve the necessary trade-off
between energy efficiency and performance. To thdy energy-aware resource allocation schemes are
investigated. Additionally further energy savingedo power control, with respect to the RF tratiemi
need to be evaluated.

In the open literature, as well as projects anddatedisation activity, a number of specific funotidities
have been identified which need application of-selfanizing techniques. For example, SOCRATES
project [77] presented an extensive list of 24 aeses most of which overlap with the use casedifieh

by 3GPP [79] and NGMN [78]. Most of these use casesbe summarised under following 9 specific
categories:

coverage and capacity optimization;

energy savings;

interference reduction;

automated configuration of physical cell identity;

mobility robustness optimization;

mobility load balancing optimization;

random access channel (RACH) optimization;

automatic neighbour relation function; and

inter-cell interference coordination.

CENOTR~WNE

It must be noted that these use cases and theambjgictives have strong coupling with each otherintak
the overall optimization a difficult task. WP4 dgalith the majority of these issues, as outlined
subsequently.

1.4 Organization of D4.3
The remainder of the document is organized as fallow

In Section 2, an overview of the issue of self-oigmg networking (SON) is provided with an in-diept
taxonomy. State-of-the art literature on interfeemmanagement in the context of SO, distributed
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machine learning and RF front-end functionalit@subsequently discussed. Major research projadts a
their contributions to standardization activitieslitated to SON activities are also discussed.

In Section 3, SON use case functionalities areudised with a preliminary analysis of their relevafar

the case of HeNB-HeNB as well as for the case @-ele¢NB (see Figure 3-1). In addition, a look into
recent Rel. 10 additions to SON functions and thterssion to interference management case is prdvide
Finally, an overview of ongoing work for Rel. 11hare a new Work Item on SON has been opened, and
recent trends is included.

In Section 4,the impact of dominant interferenceditions in the downlink when macro UEs are in elos
proximity of femtocells are assessed. Next, thdoperance of a macro/femto network equipped with
MIMO spatial multiplexing mode is presented. By doning spatial multiplexing characterized by 4x4
antenna configuration and interference mitigateiarget of 8bps/Hz is attainable. The next contigiou
looks the enabling features for SON for interfeeemuinimization. First it is shown how to assign
resources in unplanned wireless networks that laaeacterized by varying interference conditionse Th
proposed method takes the advantages of both tantlaautonomous resource assignment approaches.
As the method relies on the measurements of UHSs,dble to dynamically adapt to the interference
conditions faced in random deployments, thus batanisigh spatial reuse of subbands with interfeeenc
protection for cell-edge users. Furthermore, theéhoe has less signaling overhead as existing LTE
signaling procedures are used. The second SONeafablinterference minimization is carried outdy
novel resource management scheme that limits tleeathvinterference per RB generated outside the
coverage range of a femtocell while reducing th@gmission power in each Resource Block (RB). The
proposed approach shows coined “RRM ghsgjhificantly improves communication reliabilityrfaser
equipment associated with both the macro baseostatid femtocells. Finally, the last contributien i
focused on Spectral Efficiency (SE) enhancementheratcess link of Outdoor Fixed Relay femtocells
(OFR) through SO of eNB antennas tilt.

In Section 5, a set of innovative SON-enablersriterfrence management are presented. First, thel no
paradigm of docition, where a femto BS can leamittierference control policy already acquired by a
neighboring femtocell which has been active duinipnger time, and thus saving significant energy
during the startup and learning process. Seconutofell-aided macrocell transmission is presented a
means of improving the performance of cell-edge roeadl users with a reward mechanisms using
spectrum leasing for cooperative femtocells. Fjnatiterference coordination schemes in spatialaom
(BSCBS) are analyzed and it has been shown thatBBS&llows improving the performance of UEs
suffering from strong interference significantly.

In Section 6 we focus on energy efficiency withire tcontext of SON where an admission control and
resource allocation scheme are proposed, which airbslancing the energy usage by femto cell users
between the signalling and the data transmissiamallif, RF front-end functionalities for SON are
presented including an implementation of power irior downlink that combines both open-loop and
closed-loop.

Section 7 looks at the issue of fixed and mobiletéeell relays, in which a novel full-duplex
transmission scheme is proposed for femtocell bts@ns, which extends the coverage of indoorsuser
Mobile femtocell relays are studied next with aafgbreliminary results.

Finally, conclusions are drawn in Section 8.
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2. Overview of SON Techniques

This section gives an overview of the notion of ®effanization (SO) as well as self-organizing
networking (SON) by providing an in-depth taxonorfyrthermore activities from pioneering papers in
literature are reviewed. In particular the existisigite-of-the art on interference management in the
context of SO, distributed machine learning andRRént-end functionalities is discussed in more itleta
Major research projects dedicated to self-orgaitimasre also discussed and how these works have
contributed to evolving standards and activitieS8GPP.

2.1 Self-Organization Taxonomy

Self-organization is a very broad term which haeised different connotations in the past. Forghke
of building a coherent BeFEMTO-wide approach, we ainbuilding a sufficiently complete working
taxonomy which is elaborated on subsequent sections

2.1.1 SON Definition

Self-organization (SO) has been defined in varitigkls including biology, computer science and
cybernetics [1]. Since its conception, the wideagdrase and misuse of the term SO has led to its dri
from a technical issue to a philosophical debadedifierent authors have different interpretatidrthis
notion particularly when it comes to designing $Oman made systems. We do not aim to join this
debate, but rather focus on establishing undedipirinciples and characteristics that should bégdes
and subsequently observed in systems to be coedi@derself-organized. Even in the context of Wiseles
Communications Systems (WCS) the concept of SMtisraw, but a widely accepted definition is still
not available.

For instance, Simon Haykin gave a visionary statéra the emergence of SO as a new discipline (he
referred to as cognitive dynamic systems) for te&t generation of WCS [3]. Sudhtelligent WCS
would "learn from the environment analdaptto statistical variations in input stimuli to aete highly
reliable communications whenever and wherever ri#ef#¢. Spilling et al. [6] introduced the idea tha
SO should be seen as adaptive functionality where the network can detect changes and based on
them, it makes intelligent decisions to minimisenmaximise the effect of the same changes. Yanmaz et
al. studied it from a more biomimetic perspectived alefined it as phenomenon where nodes work
cooperatively in response to changes in the enwigoi in order to achieve certain goals [7]. Thitaro
further characterises the behaviour of individuatites of systems and identifies that individual
behaviours should emerge on a system wide scadbofer et al [8] further gave a detailed insighibin
the design principles and summarised self-orgapizasemergent behaviourof system-wide adaptive
structures and functionalities based on the lat@ractions of entities in the system. It is empteasin

this definition that the localisation ardistributed control are though not necessary and sufficient
features, irrespective of most SO systems in natuhéch result from an organized emergent pattern
through interaction of those local entities.

W. Elmenreich [9] started with a premise on how bkstcope with complexity issue with self-
organization as a solution, thus clarifying the migiea, rather than giving another definition. Titiea
highlights self-organized systems as consisting eét of entities that obtain a global system bieliay
due tolocal interactions among these entities, without the need for a abséd control. They also
emphasized that self-organized systems are neitheew class of systems nor always have emerging
structure as their primary property.

In summary, even if there are various notions ofils{@ierature, to the best of our knowledge thisreot

a generally accepted definition of SO that can $eduo classify systems or their functionalitiesel-
organizing, because of gaps and differences amristjirgy notions of SO and its inherent overlapping
with conventional adaptation. We thus provide tle&BMTO notion of self-organization that attempts to
fill this gap, bridge up these differences, and &ntlarify the boundary between adaptation anét sel
organization. To this end, the following three asp®f notion of SO need to be clarified:

Firstly, SO should not be considered as a holfstiture of a monolithic system. Rather consideBQ
as feature of an individual functionality of a gystis a more logical approach. This refinement i
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with the perspective explained in [9] and [10] thateless systems with some sort of SO do not farm
new class of wireless systems, rather SO shoulddveed as a feature of these systems. The tendency t
approach SO as feature of a system as a whole dooneshe fact, that in natural systems that ares®

of inspiration for SO, the SO functionalities be@wery prominent, e.g. V-shape formation of birds
while flocking, shoaling of fish, synchronous flas of fire flies. But same systems namely group of
birds, fish or fire flies might have many other étionalities e.g. searching for food, or breeditgthat
might not be self-organizing. Since these functitiea remain in background as they do not emesgye a
collective prominent behaviour, we tend to negtbeim, and classify the whole system as SO or none
self-organizing.

Secondly, contrary to the view point in [7] and,[8O needs not be defined basedhow SO is achieved
rather on the basis efhat SO can achievie more relevant in engineering systems i.e. pitesof the
emergence of the system-wide coherent behaviosujtref local behaviours is a key observation ia th
design of natural systems with SO, but it shouldh®seen as defining characteristic of SO.

The first rational behind this view point is thaketl are examples in nature, like homeostatic opedt
control in living beings, where such an emergesceot present or is hidden from the observer, tillit s
SO exists [9]. Therefore, in order to have sustdedbfinition of SO it should be defined on theibax
its performance characteristics rather than orb#sss of its design. The approach towards desigi{dg
should be left open to invite a variety of differémspirations from natural and non natural systess
well.

The second rational behind the perspective of nimigudesign based characterisation of SO is the fact
that there are many non biological systems thae lmen observed to have SO, e.g. economy in a free
market is one such examples. The success of garogytte devise adaptive and sometimes truly SO
algorithms is proof of this fact.

Finally, SO should be clearly distinguished fromajpiiveness but at the same time it should not be
essentially considered only arising from high degoéintelligence in the system. Though assuming SO
as an outcome of intelligence is a very intuitiedion, but it is equally vague and difficult to ésfrom
practical point of view, due to all the ambiguiti@ssociated witlintelligenceitself. We rather suggest,
from a view point of design and operation of systémris more pragmatic to think on the line that
intelligence actually can emerge from SO.

Above observations show that self-organization feats a certain degree of intelligence where nglsin
member of the system is intelligent enough indigitjuto control or lead the whole system. The
members do not combine their aggregate intelligeacachieve self-organization as a whole as there i
no central authority or global communication amatigof them. Hence, it can be inferred from close
observation of these and other similar naturalesystthat it is self-organization that emerges foamain
characteristics of the system that in turn may feahisome degree of intelligence. Based on the
observations in nature, these characteristics bbsganizing systems can be identified to be duiity,
stability and agility. Hence, without limiting th'eedom of the design approaches towards SO, a
definition of SO taking into account what discussdmbve, could beAn adaptive functionality in a
system is said to be self-organizing if it is scdite, stable and agile enough to maintain its deside
objective(s) in face of all potential dynamics oft$ operational environment. Translated to the
networking needs of BeFEMTO, it means t8&N facilitates operation, without or with negligide (in
volume or time) global networking information, with local decision making processes.

2.1.2 SON Taxonomies

To facilitate coherent work in BeFEMTO, the followingrking taxonomy is proposed.
= Time scale based classificatiora WCS has a set of different time scale dynamiaxpkained

in Figure 2-1 that make the achievement of optipeformance objective a challenging task
and call for research in first place. Classic radisources management (RRM) and physical
layer research is mostly focused on the very dimog scale dynamics e.g. adaptive modulation
and coding scheme algorithms operates at micronsesoale [11]. On the other hand SO is
mostly concerned with short to long term dynamitise different self-organizing algorithms
designed to cope with these dynamics have to aperarespective time scales. For example a
load balancing algorithm might have to operaténag¢ tscale of minutes and hours [12] whereas
adaptive sectorization algorithms might operatehat scale of days and months [13]. This

Public Information Page 17 (126)



B&em D4.3V1.0

different diversity of times scale can be used lassify SO, although, this is the simplest
taxonomy and it does not describe much about thiesor objectives of the algorithms.

= Objective or use case based classificatiozach SO algorithm can be classified using
categories of use cases it aims for. But the probiéth this approach is that one algorithm can
have multiple use cases, e.g. same self-organagorithm that aims for load balancing can
optimise as well capacity or QoS.

= Phase based classificationA wireless system has three clear phases in fasclcle i.e.
deployment, operation, maintenance or redeploynfémt.a holistically self-organizing WCS,
SO can be classified with respect to one of théwesgs. The algorithms that self-organize in
these three phases can be classified into catsgofiself-configuration, self-optimization and
self-healing, respectively.

From the classification types highlighted above gthase based classification is the most viableheasd

been adopted in various projects and standardmsattivities.
Very short Term Scale: psec to sec

SO Example: ACM, scheduling,

Dynamics in WCS conventional RRM

3 Short Term: minutes to hours
- Change in operator’s objectives and

4 - User’s service expectations / \\

SO Example: Electornic tilt adaption

Permanent hot spots,

Permanent Shadowing
——\\ v, P

Medium Term: h to Days

SO Example: Load ballancing with coverage
adaptation

Long Term: Days to Months
SO Example: Adatpive deployment

- /)
h'd

Classification of SO
algorithms on the basis of

their time scale of operation

Figure 2-1: Time Scale based Classification of SO.

2.2 State-of-the-Art Technologies

In the context of WCS, the term self-organizatias lbeen first used by authors in [14] though in a
limited sense of adaptiveness in the power cofbroGSM. Authors in [14] and [15] presented a sienpl
adaptive power control algorithm to show how thisdkof adaptability can mitigate the effect of BS
positioning error. Works like [14] - [15] broughorth the need for the self-organization in cellular
network and presented a number of adaptive algositinder the umbrella self-organization but did not
present an explicit design strategy to build reglf-grganization into cellular systems. A second
generation of works in self-organization in celtuteetworks like [16] and [8] embarked on a holistic
approach towards self-organization and postulatesktaof germane principles and paradigms to be
considered in the design process of self-organizpgtem but stood short of demonstrating these
principles through a pragmatic application to sfie@roblems in cellular systems. More recently rkg
like [19] ventured on designing self-organizingwmns for various problems in cellular system omne

of the solutions presented, yield the useful l@feldaptability at the cost of compromising one amtant
feature or the other of SO, i.e. scalability, dtgbor agility. Furthermore, prelimniary works aelf-
organization can be found in [75][178] with an empis on automated diagnosis and troubleshooting
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over 3G using bayesian networks, aiming at optingiziQuality of Service and overall systems
performance in a multi-system environment.

2.2.1 Interference Management

Interference management is both mandatory anaarith the deployments scenarios considered within
BeFEMTO, since macrocells and femtocells may shaeestime spectrum (co-channel) in a given
geographical area (overlay). This can increase dpadity of the overall joint network manifold thgiu
high spatial frequency reuse. However, Macro u¢eldJESs) close to femtocells experienéemto-to-
macro interferenceéhat may impact the reliability of communicatiodsworst case scenario is that of
closed subscriber group (CSG) femtocells, wher@radnditions for MUES in close vicinity of a femto
BS could be highly unfavourable. Similarly, a userved by a femto BS located close to a macro base
station may experience a very low signal to interiee-plus-noise ratio (SINR). This will increabe t
outage probability in both the macro and femtocellsere the outage probability is defined as the
probability that a user does not reach the mininafifactive SINR level required to connect to a svi

or to decode common control channel. In additi@igimbour femtocells belonging to the same operators
may also interfere with each other thus creatfegito-to-femto interferenceal§o callel co-tier
interference)

Several researchers investigated techniques tal avoss-tier interferencéi.e. thefemto-to-macraand
macro-to-femto interferenteGiven the fact that the femto BS are to be madaand maintained by end
home users, self-organized solutions to fight fetence are highly desirable. In the following pgmegh,

we present some relevant literature that addretbsemterference management issue with the help of
different SON techniques.

Cognitive radio techniques can monitor the wireleasironment and inform the resource allocation
controller about local and temporal spectrum abditg and quality [20], [21]. Thus, opportunistic
access points can dynamically select available reflanand adapt transmission parameters to avoid
harmful interference between contending users.

Cho and al. compared orthogonal and co-channeliémery allocation schemes through simulations [22].
Bai and al. extended the analysis of the hybrid@ggh in [23] by considering both uplink and dowkli
scenarios [24]. The authors proposed to use thedlsgprectrum when it is favourable both to macro and
femto users, otherwise, a partitioned approachasen.

Claussen defined a power control algorithm to lithé interference caused by femtocells in bothnlpli
and downlink scenarios [25]. However, he neglethedimpact ofco-tier interferenceTo deal with the
co-tier interferencelLi and al. proposed a frequency scheduler thatallopportunistic reuse of the
spectrum between each femto BS when the interferiavel is below a certain threshold [26].

The authors of [27] propose different spectrum alfiom algorithms for femtocells based on channel
quality measurements received from users. Thesdiamdbuted algorithms and are based on channel
quality measurements received by BS from users. alperithm performance is evaluated in terms of
femto/macro user throughput only.

A centralized solution for interference avoidaneeémtocell network has also been discussed in. [28]
However, the macrocell effect has not been takenadncount.

A location based resource allocation scheme has pegosed in [29] for femtocells while considering

reuse 1 in macro network. The proposed algorithejgendent upon the information about the user’s
location and hence depends upon accuracy of tfumiation.

The partial usage of subbands in femtocells has pesosed in [30][31][1] while considering reuse 1
and reuse 3 in overlay macro network. The seleadfosubbands out of a pool of subbands is carrigd o
to avoid interference in [30]; the decision to sela subband for transmission is carried out by the
femtocell in a distributed manner. Even though, gbkition being suggested in [29] is distributed and
self-organized, it assumes an exchange of infoonalietween femto and macro cells through X2
interface.

Guvenc and al. distinguished two coverage areasirw# macrocell based on the distance between the
femto BS and the Macro BS [23]. In the inner regitwe femtocell coverage area is limited by the BI-B
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interference hence a dedicated band is allocatéshito BSs while co-channel transmissions are a&tbw
in the outer region.

Chandrasekhar and al. proposed to allocate a dediband to the femtocells within a macrocell [32]
that resource partitioning is optimized to meethbaotacrocell and femtocell users’ rate constraints.
Moreover, the authors defined ldind round-robin scheduler at each femtocell to limit tloe-tier
interference Under this algorithm, femtocells access a randoivset of their available channels, each
channel being chosen with the same probability.

Su and al. presented a distributed resource albogpbwer control algorithm to limit theross-tier
interferenceg33]. However, the complexity of the proposed aiton grows linearly with the product of
the number of femtocells and the number of avalaiiannels. Furthermore, this approach requires an
information exchange between the M-BS and femto. B®ss coordination and limited availability of
backhaul bandwidth result in scalability issues.

In [34], a comparison between co-channel and odhabchannel deployment schemes in macro/femto
network has been presented. It has been conclidgdar co-channel deployment open access mode
should be preferred over CSG in femtocells when Mblesindoors.

2.2.2 RF Front-End Functionalities for Self-Optimization

Generally wireless communications systems use powmrol to reduce interference and increase system
capacity while maintaining a minimum signal qual[B5]. Implementation of power control in the
downlink needs mechanisms that supervise the titiesihpower, meaning the way the power amplifier
(PA) works is controlled. The PA is the element fleeds the antenna in the transmitter part andighes

the desired levels of the output signal. Femtaegjlirements include both absolute and relativeirate
transmit power requirements [36]. The absolute irequents define a lower and upper transmit power
limit relative to a nominal transmit power. The tdla requirements define a minimum and maximum
transmit power differences between two transmitieds, not necessarily adjacent time slots, as asll|
an aggregated transmit power difference over seuere slots. There are two types of loops to
implement the power control: closed-loop and opeyp!

Input Amplifier Ao Detection Output
Signa—®|  Circuit Circuit > Signal

A\ 4

X
Ag

Close-loop
Control

>

Figure 2-2: Closed-loop power control

Closed-loop power control Figure 2-2 representsroathod for controlling the transmit power withiret
wireless communication device to comply with th&atiee and absolute transmit power requirements.
Using a sample of the transmitted power, an eiigiad to a reference is calculated and with thigal

the transmitted power signal is corrected. This tgpecontrol loop has the limitation of the power
detector dynamic range.

Another type of power control loop is the open-lqmpwer control. It adjusts the transmitted power in
response to power control commands produced byatipeal parameters and/or environmental
conditions instead of using a sample of the curtertsmitted power to calculate or correct the outp

power. These commands can be described as poweramsrproduced by the Network Management,
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the own unit detection of low traffic load (intratlng an ECO-mode or dormant state) or user pushing a
save energy mode.

Nowadays in mobile user equipment and other typ&icéless communication systems like wireless
sensor networks (WSN), the PA consumes approxigndtePso of the energy stored in the battery during
one discharge cycle [37]. For this reason, the setndrchitect must be careful whilst selecting atiPa

will provide the most efficient means of generatthg required transmitted RF power while using the
least amount of energy from the battery and usihgrofunctionalities to avoid wasting battery dgrin
low operation periods of time. Standard governasmards such as 3GPP set the requirements for over-
the-air (OTA) requirements. These requirements atmllysmuch more relaxed than typical carrier
requirements as they require more stringent OTAopmiance. These OTA requirements are directly
applicable to the 5@ (Ohm) power if RF front ends are benchmarked aochpared with these
requirements in mind [38].

The Sniffer Module is a real-time system that camdily capture/monitors data or signal passing tjinou
the network. It is also called Network Listen Modé.), Radio Environment Measurement (REM) or
"HeNB Sniffer" in [39] and [40]. With it, the HeNBicorporates functionalities of user receiver, ibat
DownLink Receiver with special possibility of penfieance Reference Signal Received Power (RSRP),
Reference Signal Received Quality (RSRQ) to obtha power received from another femtocell and
macrocells at FAP. With these measurements fenitoanl calculate the best working point taking into
account coverage and interference to both too atosehannel macrocell users and co-channel FAP.
Other type of measurements described in [41] af@meed in order to minimize interference to adjsce
MUEs and macrocells, to detect victim UEs, obtaireotell ID, etc.

Transmitter —‘[:}—L
Baseband| F ! \{M = T
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Figure 2-3: Sniffer Module.

2.2.3 Distributed Machine Learning

In this section we briefly discuss the state-ofdineof distributed machine learning approachescivh
can be used as a tool to implement self-organizatidemto networks intelligent decision procesSd®
theory of learning in distributed environments Basng connections with Atrtificial Intelligence (Aand
Machine Learning (ML) concepts, applied to both stnghd multi node/agent settings, game theory and
evolutionary computations.

An environment characterized by only one intelliggacision engine (as it is the case e.g. in fiauhl
cellular networks) can be formulated in matheméatigians, as a Markov Decision Process (MDP). In the
machine learning literature, two ways have beentified to solve MDPs. The first one is an analgtic
model-base8d approach, which relies on the knowledghe state transition probability function bét
environment. The second one, in turn, does notamrlthis previous knowledge making it a model-free
approach; it is based on reinforcement learning (L) is a family of learning approaches which is
mainly concerned with the development of algorithtihat automatically learn the properties of the
environment and adapt their behavior to them bynme# trial and error [42]. At each time step, the
agent perceives the state of the environment akestan action to transit into a new state. A scalar
reward is received, which evaluates the qualityhif transition. On the other hand, in an environime
characterized by multiple decision makers (as ihe&scase, e.g. in femtocell networks), we haviaie
advantage of the theory of learning in multi-agand distributed systems. This topic has actualgnbe
studied in game theory since 1951 when Brown pregdbke fictitious play algorithm [43]. In Al, the
literature of single agent learning is extremethriwhile it is only in recent years that attentras been
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focused on distributed learning aspects, in theecdrof multi-agent learning. It has been yieldsame
enticing results, being arguably a truly interdidiciary area and the most significant interactiainp
between computer science and game theory commainitie

The characteristics of the distributed learning esyst are as follows: (1) the intelligent decisions a
made by multiple intelligent and uncoordinated rd@) the nodes partially observes the overall
scenario; and (3) their inputs to the intelligeatidion process are different from node to nodeesthey
come from spatially distributed sources of inforimat These characteristics can be easily mapperant
multi-agent system, where each node is an indeperidelligent agent. The theoretical framework for
this mapping is found in stochastic games [42].

The applications of game theory to wireless comnatitos mostly refer to static (stateless) games,
which are stochastic games with no states. Siree tis no state, the cost (reward) only depend&i®n
joint actions, and the learning is associated ¢oatthaptation to the other players’ strategies. Wiiayed
repeatedly by the same agents, the static gan@lésigepeated game. The main difference from a one-
shot game is that the agents can use some of the'gjéterations (history) to gather information abo
other agents or their cost functions and make rimboemed decisions afterwards.

We distinguish in this context two different forraglearning. On the one hand, the agent can ldan t
opponent’s strategies, so that it can then devieebest response. Alternatively, the agent cam laear
strategy on his own that does well against the oppts, without explicitly learning the opponent’s
strategies. The first approach is sometimes refaes model-based learning, and it requires &t lea
some partial information of the other player’'s &gges. The second approach is referred to as rfieel
learning, and it does not necessarily require lagra model of the strategies played by the otleyrgps.
We will discuss in the following a very partial sple of multi-agent learning techniques, which we
consider are representative for this taxonomy:

* Model-based approache3his approach, generally adopted in game theteyaliure, is based
on building some model of the other agents’ stiaegollowing which, the node can compute
and play the best response. This model is thentegdimsed on the observations of their actions.
As a result, these approaches require knowledgdservability of the other agents’ strategies,
which may pose severe limits from the feasibiligyr of view. The best known instance of this
scheme is fictitious play [43], which is a statiange that simply counts the empirical plays of
the other agents in the past. The other agentasatened to be playing a stationary strategy, and
the observed frequencies are considered to regrésemther agents’ mixed strategies. There
exist different variations of the original schemfes, example those considering that the agent
does not play the exact best response, but asaigmebability of playing each action. Other
algorithms in the literature that can be classifigd this group are the Metastrategy [44] and the
Hyper-Q algorithms [45]. An example of a stochagtiene approach in this category is the non-
stationary converging policies (NSCP) game [47].

« Model-free approachesA completely different approach, commonly considein the Al
literature, is the model-free one that avoids bogcexplicit models of other agents’ strategies.
Instead, over time, each agent learns how progbdyvarious available actions work in the
different states. The algorithms in this categgpidally keep memory of the appropriateness of
playing each action in a given state, by meansuofesrepresentation mechanism, e.g., look-up
tables, neural networks, etc [48]. This approadiovis the general framework of RL and has its
roots in the Bellman equations [49]. Particulatlye Q-learning algorithm, typically used in
centralized settings, can be extended to the raghiat stochastic game by having each agent
simply ignore the other agents and pretend thaethéronment is stationary. We refer to this
implementation of Q-learning as independent legrnigven if this approach has been shown to
correctly behave in many applications [49], it laekstrict proof of convergence, since it ignores
the multi-agent nature of the environment and thealdes are updated without regard for the
actions selected by the other agents. A first stegddressing this problem is to define the Q-
valuesas a function of all the agents’ actions; howetee, ruleto update the Q-values is not
easy to define in this more complicatese. For a two-player zero-suepeated game, Littman
in [50] suggests the minimax Q-learning algorithbater works,such as the Joint Action
Learners (JAL)Y51] and the Friend or Fad@ algorithm [52], propose other update rules far th
particularcase of common payoff games. More recent effomsbeafoundor the more general
case of general-sum games [52]; howethex problem still remains not efficiently solvedth@r
algorithmsfalling in this category are the correlated equilim Q-learning(CE-Q) [69], the
asymmetric Q-learning [70], the regreinimization approaches [71][72], etc.
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To facilitate distributed and autonomous functioniof wireless networks, model-based learning
approaches are considered not to be appropriate giey require each node/agent to acquire knowledg
on the actions played by the other agents andytields prohibitive overheads. On the other handjeho
free approaches are adequate despite suffering pramtioned shortcomings. Said shortcomings are
essentially overcome by the docitive paradigm 73] which will be introduced in Section 5.

A summary of the taxonomy introduced in this sett®ogiven in Figure 2-4.

Machine Learning Taxonomy

v v
Centralized Architectures (e.g. Descentralized Architectures
traditional cellular networks) (e.g. femtocell networks)

A 4 A 4 A 4 N
Model-free approach: Model-free approach:
Model-based approaches: Single agent Multi agent Reinforcement
Markov Decision Process Reinforcement Learning, Learning, e.g.

e.g. Q-Learning descentralized Q-Learning

Model-based approaches:
game theoretic models,
e.g. stochastic games

\
Docition: Improves
performances of learning
by cooperation among
nodes

Figure 2-4 Taxonomy of learning approaches.

2.3 SON Projects & Standards

2.3.1 Major Research Projects on Self-Organization

The interesting research problems highlighted ininkdésidual works and the increased understanding o

need for self-organization in future WCSs has primaipresearch activities in a number of relevant

projects in recent years dedicated to investigatelyse and evaluate the possible usage of self-
organization functionality in WCS. Here we presansummary of the aims and achievements of the
major research projects in Europe on SO.

European CELTIC (Eureka Cluste@andalf project [75] identified the heterogeneous nature and
increased complexity of future wireless networks] atudied SO as potential solution to overcome the
complexity expected from concurrent operation of, 256G, 3G and future network solutions. The
project evaluated the effect of automation in neknmanagement and joint radio resource management
in WLAN/UMTS networks with automated fault troublesting and diagnosis.

The European FP7 "end-to-end efficiendy® project [76] focused on integrating current and future
heterogeneous wireless systems into cognitive sygster self-management, self-optimization and self-
healing (described as self-X systems). Focusingutanomous cognitive radio functionalities, fedgipi
tests were performed for various schemes includintpnomous Radio Access Technology (RAT)
selection, acquiring and learning user informatigelf-configuration protocols and awareness sigrall
among the self-organizing network nodes. The teatislated that the proposed autonomous schemes
were more efficient as feasible solutions for fataetworks.

Another major project dedicated to SO is the EuropER7 SOCRATES project [77], which has
identified some key objectives for which self-orgation is required in WCS. These objectives are
classified in the form of set of use cases. Ituighier concluded that most of the objectives SOthateal
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with in WCS are not independent from each othethasparameters controlling them are not mutually
exclusive. SOCRATES has also gone in great detaildescribe a framework for the major tasks
involved in self-organized wireless networks whictlude self-configuration, self-optimization arelfs
healing functionalities in future radio access reks.

2.3.2 Standardization Activities on Self-Organization

With the requirements of operators being identifeed activities from various research projects dpein
validated, it becomes necessary to have a commandatd for multi-vendor compatibility and
interoperability.

A consortium of major mobile communication operatand vendors came together under the working
group of Next Generation Mobile Network (NGMN) amlgreed that self-organizing functionalities

would be required to improve operational expenddU(OPEX) and efficiency of wireless networks [78].

In fact, the need for automation (without humarefméntion on site) in some of the operation and
maintenance (O&M) modules such as configuring, roging or repairing (healing) could lead to

systematic organized behaviour that would improeewvork performance, its energy efficiency and

reduce operational costs, thus in the good interfegperators.

The 3rd Generation partnership project (3GPP) hespaed work and study items on self-organization in
Rel. 8 and 9, also based on NGMN inputs, with @@iw in the working groups RAN2, RAN3 and SA5
aimed at coming up with specification in the scafeself-optimization, self-configuration and self-
healing for the identified use cases (see Figusg 2-

The main specifications describe concepts and reapeints for self-organizing networks [79] as well as
detailed specifications on self-establishment ob@®Bs [80], automatic neighbour management [81],
self-optimization [82] and self-healing [83].

In Rel. 8 the main focus of this specification wdrks been the macro eNodeB self-organization using
centralized O&M-based solutions or distributed #ohs with information exchange over the X2
interface. In Rel. 9, further additions to the S@Nctionalities have been made [84] and parameieds
information models to provide self-configuration féeNB have also been introduced [85].

SON Concepts & Requirements
3GPP Rel.8 Self-Establishment of eNBs
SON Automatic Neighbour Relation (ANR) list Mgt

Study on SON related OAM interfaces for HNB

Study on Self-Healing of SON
SON — OAM Aspects
S - SON Self-Optimization Mgt

- Automatic Radio Network Configuration Data preparation
SON

SON — OAM Aspects

- SON Self-Optimization Mgt Continuation

- SON Self-Healing Mgt

- OAM aspects of Energy saving in Radio Networks
LTE SON Enhancements

3GPP Rel.10

Figure 2-5: 3GPP SON Activities

In terms of 3GPP SO coordination aspects, in 3GEIP Rspecifications, the X2 interface is (stilbtn
applicable for HeNBs. This restriction has beenipliytrelaxed in Rel. 10 as part of introduced ntityi
enhancements for femto nodes, whereby [84]:
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“X2-based HO between HeNBs is allowed if no accessr@ioat the MME is needed, i.e. when
the handover is between closed/hybrid access HélédBimg the same CSG ID or when the
target HeNB is an open access HeNB”

In order to support such functionality, direct X@nectivity between HeNBs has been introduced,
independently of whether any of the involved HeNBsonnected to a HeNB GW. The resulting overall
E-UTRAN architecture (with deployed HeNB GW) is depétin Figure 2-6: with X2 interface added for
HeNB.

MME“S-GW MME/FS-GW )\ﬂME/ S-GW
S~—~o ~
NS TT=——a_ N -
(A \\ 78_1'¥~\ S-Z\
1\ ~ /1 \
[0 \\ SN / @,
' N AR ()
« )); \ Sy, A )
R
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eNB \ ) eNB RN ‘ \. E-UTRAN
A
\ /
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Figure 2-6: Overall E-UTRAN Architecture with deployed HeNB GW [84].

The introduction of the X2 interface for the abovemioned HeNB scenarios allows extending the
possible support of HeNB also to additional funaditities currently relying on X2 application protbc
design, including SON-related functionalities, lik@bility robustness optimisation (MRO) and mokilit
load balancing (MLB). Such functionalities could umeful for example in case of HeNB clusters, like i
enterprise environment or in open access HeNBogeglunder operator control. Figure 2-7 summarizes
the possible cases, according to specification[8H§t

(te2) (o)) ((9) (t9))

X2 X2
Open access Open access Hybrid Same CSG ID Hybrid
HeNB HeNB HeNB HeNB
() (o) (o) (o)

X2 X2
Open access Hybrid Hybrid Same CSG ID CSG
HeNB HeNB HeNB HeNB
(te2) ((92) ((9) ((9))

X2 X2
Open access CSG CSG Same CSG ID CSG
HeNB HeNB HeNB HeNB

Figure 2-7: X2 Interface for HeNB use cases, accomtj to Rel. 10 specification [84].
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However the Rel. 10 enhancement do not includeptissibility to have X2 interface setup between
HeNBs and regular eNBs, thus limiting the posdibai of a closer cooperation between e.g. macroseNB
and femto nodes for tighter interference managermergtronger protection of the macro eNB from
interfering HeNBs because of their unplanned deapkmt.
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3. Architectural Requirements of SON in 3GPP & BeFEMTOHeNB

In this section we recall the key use cases for S@Ntionalities for HeNB and provide a preliminary
analysis of their relevance for the case of HeNBdBeas well as for the case of eNB-HeNB (see Figure
3-1). Besides 3GPP Rel. 8 and 9 SON functions heil support in the specification, a look into neice
Rel. 10 additions to SON functions and to the esitanto interference management case is also given.
Finally, an overview of ongoing work for Rel. 11hare a new Work Item on SON has been opened, and

recent trends is included.

Enterprise
Network

Figure 3-1: HeNB deployment: interaction with macroeNBs (left) and with other HeNBs (right)

3.1 HeNB use cases requiring a X2 Interface

Table 3-1 below summarizes the mapping betweeniffezeht SON functionalities standardized in Rel.
8 and 9 and their extension and applicability far two scenarios above, in case of HeNB (see [86] a
[87]). These functionalities can be easily achievsdextending the X2 interface to the respective
scenarios, thus also exploring synergies with atpecification enhancements related to the X2 fiter

Table 3-1: SON use cases for HeNB and applicability relevant scenarios

Functionality Use case Applicability to eNB-HeNB cse Applicability to HeNB-HeNB
case
eNB Automatic PCI split will ensure an appropriate Given the expected large number
Configuration Configuration of choice of PClIs between eNB and| of HeNB e.g. in dense enterprise
Update Physical Cell HeNB. networks, automated configuration
Identity (PCI) of PCls is beneficial.

Random Access
Channel (RACH)

In scenarios where eNB and HeN
coexist, it is important to minimize

BIn scenarios where a large numbe
of HeNB are present, it is

=

Optimization interference among them and help important to minimize interference
for optimized coverage and accessamong them and help for
performance for setup and optimized coverage and access
handover. performance for setup and

handover.

Automatic Providing ANR functionality in Given the expected large number

Neighbour HeNB will be beneficial for of HeNB, and the fact they can be

Relation (ANR) mobility and help refining the switched on/off, automatic

Function neighbour relation of the macro | neighbour relation function is

eNB and HeNBs.

beneficial for mobility.

Resource Status
Update

Mobility Settings
Change

Load Balancing

Load information exchange
between eNB and HeNB could be
beneficial in dense HeNB

networks, to fairly distribute the

Load information exchange could
be beneficial in dense HeNB
networks, to fairly distribute the
traffic among nodes.

traffic among nodes.

Negotiation of parameters with HeNB helps optimizihe performance
for scenarios where HeNB are present, for exanepésljust user and

resource distribution between the
dense systems.

cells in cadagifly loaded system or
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Radio Link Mobility Rel-9 introduced support for in-bound mobility tétieaNB either from
Failure (RLF) Robustness another HeNB or from a macro eNB. Automated optation of
Indication Optimization handover is beneficial.

To support that, RLF Indication and Handover repoet provided.

While the basic HeENB-HeNB case is partly coveredhsyRel. 10 enhancements (see section [87]-[88]
for more details), the eNB-HeNB case remains opath @&f interest. In fact some of the basic SON
functionalities like Mobility Robustness Optimizati (MRO) have been shown to be beneficial as there
seems to be no significant difference between eegeiNB or HeNB, as illustrated for example in [87]
and [88] for HO-related call drop statistics. Swgrtenario can be addressed in the scope of Rel. 11
standardization work, where the introduction ofglble X2 interface between macro eNB and HeNB is
further considered. Higher priority use cases ateractions between macro eNB and open or hybrid
HeNB, which are supposed to be more common in @ntdeployments or in typical low power node
coverage provision in airports, shopping malls @&mderprises. Interactions between macro eNB and
closed subscriber group HeNBs (CSG cells) is adavant but probably less appealing for optimizatio
due to the nature of closed femto nodes, whichuaex-deployed and typically switched on/off more
frequently. One of the case of interest is for grtee deployments, where large number of employees
arrives or leaves the building in a narrow time daw (e.g. around office opening) and optimized
mobility and coordination between eNB and CSG HefdBId be beneficial.

Looking at Rel. 10, some more functionalities bamedK?2 interface have been included in the system, a
well as some enhancements of existing functions h&en specified, as summarized inTable 3-2.

Table 3-2: Rel. 10 additional extensions to SON usases and their applicability

Rel. 10 Use case Applicability to eNB-HeNB case Applicabilf to HeNB-HeNB

Extension case

Load Information | elCIC Almost Blank Subframe (ABS) elCIC enhancements are mainly
pattern signaling is included in the targeting heterogeneous scenarios
Load Information and the DL ABS and less relevant for HeNB-HeNB
status is added to the Resource

Resource Status Status Update message. _

Update eICIC_enhancements are malnly_
targeting heterogeneous scenarios
and extending the functionality to
eNB-HeNB case could be
beneficial.

RLF Indication Mobility Rel-10 has extended the scope of the RLF Report the UE, including

Handover Report | Robustness more information and allowing it to be sent alseafresh RRC

Optimization establishment. This provides the means to furtkstinduish coverage

problems (e.g. coverage holes) from HO optimizafiomhblems and can
be beneficial for all scenarios.

SON Transfer Another addition to MRO covers the optimizatioruohecessary HO to

Container another RAT (i.e. too early IRAT HO without connieatfailure), for
which an extension to the SON Transfer ContainetRAT is specified.
The extension is part of the S1-AP protocol aralvilable for all use
cases.

Cell Load Load Balancing Further additions to this functidgtyathave been made for IRAT resource

Reporting load reporting, with the introduction of event-gaged cell load reporting
and of multi-cell load reporting. The extensiopést of the S1-AP
protocol and available for all use cases.

In addition to further increase the value of extegdVIRO benefits with the provided enhancements, on
of the cases of particular interest in Rel. 1this introduction of TDM ICIC (also known as elCI&)r
advanced interference management in heterogenedu®nks. The elCIC functionality is enabled by
changes to the existing SON functions for load répg in its basic version, and potentially motesit
new SON functions for more advanced versions, whahbe in the scope of future 3GPP releases.

Considering the use cases in Table 3-1 and additfonations in Table 3-2 like elCIC, the analysis
shows that introducing X2 interface between eNB Het\B is beneficial also for SON functionalities
and will be considered for standardization forhbopen and hybrid/closed femto nodes. We will look
into some more details about elCIC to further nattivsuch design.
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Another aspect of interest in 3GPP, as part ohthe Rel. 11 SON WI is to consider MRO solutions for
heterogeneous deployments (HetNet), where largesaradl cells coexist in the same area. The current
MRO solution is mainly designed having a homogeseateployment in mind, while in case of HetNet it
needs to be investigated if such solution still kvand if further information like cell size and uspeed
might play a bigger role in optimizing handovergaeters. In this view, problems already evaluated i
the past like ping-pong and short-stay requiresesorore attention.

Mobile aspects of HeNBs (and of eNBs in generad) @nsidered in Rel. 11 as part of the new Study
Item on Mobile Relays. Relay functionalities haeeb introduced in Rel. 10 for fixed relay nodesicivh
consist in LTE eNBs with a LTE wireless backhaul: in .REl an extension of the relay is under
investigation, looking for example at scenariog likgh-speed train in-car coverage.

3.2 Carrier Aggregation at HeNBs

Carrier aggregation (CA) is not supported for R&lHeNB and Rel-9 HeNB can serve only a single cell.
At 3GPP RAN #51 meeting, work item (WI) on carrzsed HetNet ICIC was agreed, where
enhancement on HeNB with CA is also considered. sthpport of only one cell was sufficient in typical
use cases in Rel-9, however, higher peak througmawided in Rel-10 and beyond can be achieved for
home usage and for enterprise deployment scenamigsby enabling CA for HeNB. Additionally, CA
could also be used for ICIC advanced mechanismseeet macro cell and femto cells. Thus, HeNBs
with CA (both for coordinated and uncoordinatedldgments) has been proposed to be investigated in
Rel-11.

3.2.1 Benefits of Carrier Aggregation at HeNBs

* Increase throughput: The deployment of fiber coriaastdown to the home will provide high
capacity backhaul link solutions for femto cellstive near future. Highest mobile data activity
takes place within the user's home and new highdatmanding multi-media applications have
been appearing. As femto cells need to not bedmaitk they must provide datarates not less as
backhaul link (broadband local network access lirrrier Aggregation is one of the most
important features (besides of enhanced MIMO scheumport) to meet the peak data rate
requirements of International Telecommunication Wr(idU) for the IMT-Advanced .

e Similar user experience for indoor and outdoor sisé& large change of total available
bandwidth caused by a handover from a CA-capableranall to a non-CA-capable femtocell
can cause an abrupt change of throughput in cagbkeiffemotocell will not be able to
compensate throughput loss by the short distance.

The CA-capable femtocell will be able to provide imikar user experience for indoor and
outdoor users.

« Interference management: Carrier aggregation inB#ebbuld facilitate interference mitigation
between HeNBs and pico cell/macro cells. Interfeeemanagement based on dynamic carrier
selection, assignment of primary and secondary oot carriers (PCC and SCC
correspondingly) can be used for interference miiitign of control and data channels between
different base station types. CA can be also ugetZiC in macro-femto scenarios. An example
of handling the interference scenarios with crassier scheduling with 2 component carriers is
specified in [177] and illustrated in Figure 3.20Mnlink interference for control signalling is
handled by partitioning component carriers in eeshlayer into two sets, one set used for data
and control and one set used mainly for data arsgbiply control signalling with reduced
transmission power. For the data part, downlinlerigrence coordination techniques can be
used.
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Figure 3-2: Example of interference management witlcarrier aggregation [177]

« Energy saving: Energy consumption of home user begoare important issue. Carrier
Aggregation is one of mechanisms to increase tlgbility for energy saving. HeNBs may
switch off secondary carriers when high capacitgds used and switching them on only when
additional throughput is required. UE power consuompimay also be reduced when switching
off non-required secondary carriers.

3.2.2 Scenarios with Carrier Aggregation/Multi-cell capalde HeNBs

3.2.2.1 Macro UE Protection

Assuming both MeNB and/or HeNB support multiplerigas one of the carriers of HeNB interferes to
Macro UE. Then, the HeNB recognizes which carmégriferes to the Macro UE and changes traffic load
and/or power setting on this carrier.

As alternative, when MeNB (also multiple cells daley detects interference from HeNB for a macro UE,
it can handover Macro UE to other carrier whichas interfered from the HeNB.

3.2.2.2 Initial Carrier Selection

At power up, HeNB monitors MeNBs around by obtagnirelated information via network listening

module or HeNB exchanges information with MeNB gsiX2 interface. Based on it, HeNB selects
appropriate carrier(s) which will introduce lesseifierence to MeNB around HeNB. The idea of the
initial carrier selection is itself not new andatso applied for R8/R9 HeNBs, but with CA-capable
HeNBs the scenario is extended for casmoltiple carriers/cells selection.

In case of un-coordinated HeNBs, it is very chajlag to predict how dynamic selection of any avadéa
cell carriers at HeNBs will impact robust and stabétwork function. Mobile operators avoid probéem
by limiting multiple carrier selection within a ss#t of carriers under O&M supervision.

3.2.2.3 CA-based ICIC Scenarios

3.2.2.3.1 CA-ICIC for Control Signaling Protection

PCCs and SCCs selection are managed by HeNBs aidl lo® flexibly selected to mitigate interference.
Despite of the fact that it is allowed in the sttard that different UE may have different carriessteeir
PCC, MeNB and HeNBs can use a single carrier & (€ all its served UEs in challenging radio
conditions in this scenario. SCC are, assigned Uiieras needed. HeNBs choose their PCC on a
component carrier different from the carrier chogen UEs in challenging radio conditions by the
strongest MeNB in the neighbourhood. In this caeatrol signalling of macro UEs in challenging adi
conditions will be protected. The investigation dkdee performed how HeNB can determine the carrier
reserved for control signalling protection of matiés.

3.2.2.3.2 Carrier Partitioning

Neighbouring HeNBs and the strongest MeNB cooréinedrrier usage to avoid overlapping. The
overlapping can be avoided for PCC or for both Rb@ SCC. MeNB can reserve some carriers for the
exclusive usage thus perfoming static carrier pantig between macro and femto networks. Dynamic
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carrier partitioning is better suited between nbigiring HeNBs. It could be performed by a distrdalt
algorithm to identify the carriers that are mininfram the surrounding interference. For enterpigseto
cells, where the X2 support is supported, the dyogartitioning may be done through X2 exchanging.

Carrier partitioning will significantly reduce inference but may result in lower spectral efficienc
(especially when overlapping of both PCC and SCt0 ise avoided). Here it is also assumed again the
PCC is configured per node.

3.2.2.3.3 PCC/SCC Selection or Reselection for UE

PCC/SCC selection is done in generally per UE. Thithod could use report UE measurement
configurations based on event-triggered reportinigria(for possible events see [84]) which cause t
UE to send a measurement report when ‘entry comdiisomet. Additionally, the statistical informati
about carrier usage and selected PCC/SCC for séf#sdin the considered and the neighbouring cells
could be taken into account.
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4. SON for Interference Minimization

In this section, we introduce the main SON techesgywhich are mainly focused on the issue of
interference arising in femtocell settings.

4.1 Interference study over a real network scenario

This section presents new results for the interferestudy from simulations over a real network sgena
This activity, already introduced in [97], aims tivgja novel approach in the interference management
framework, taking into account the peculiaritiesl dreterogeneity inherent to real deployments. @n th
basis, this study expects to be a reference wheeattact conclusions and guidelines that will keful
when applying RRM procedures and SON techniques. 8ffect of interference on system capacity
should be quantified in order to address the iaterfce management in most problematic scenaribs wit
the help of the proper SON techniques.

The working scenario remains the same as in [97]. diilmeis to assess performance in a real network
scenario with a massive femto deployment. For fhmpose, different alternative scenarios have been
evaluated, varying the femto density per macrotista from 10 to 40, which means increasing the
number of femtos from 660 to 2640 in the whole scien

Figure 4-1: Real network scenariavith 2640 femtos. Red dots (resp. green dots) refent 3 sectors
macro BSs (resp. femto BSs)

The following table shows simulation assumptionssadered for all studied scenarios.

Table 4-1: Simulation assumptions

UE connectivity restriction to femtocells Open Aci€dose Subscriber Group
Carrier Frequency 2600 MHz

Bandwidth 20 MHz

Frequency reuse 1

Max. macro BS power 46 dBm

Macro BS antenna gain 18 dB

Max. femtocell power 10 dBm

Femtocell antenna gain 2dB

Power max. MS 23 dBm

The section is structured as follows. First, a penBmce analysis considering UE connectivity resemct
to femtocells is presented. This analysis aimssgess the impact of dominant interference condition
downlink when macro UEs are in close proximity efmfocells. Then, different spectrum allocation
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strategies are analysed. This study evaluates thacinon capacity when available spectral resouares
macros and femtos are not the same.

A new variable has been considered in simulatitresioad factor. This parameter allows the evabmati
of the same scenario under different load conditidrne effect of the load factor has been assdssed
the open access situation. In the other two studlese subscriber group impact and spectrum almta
strategies) a 75% load factor is assumed.

4.1.1 UE connectivity restriction to femtocells

Femtocells access can be open or closed dependimdnether just a small group of users is authorised
by the operator or the owner of the femtocell. pem access, UEs are connected to their best server
anyway, either macro or femto, with no other retizsn. The global capacity is expected to increaisie

the inclusion of femtocells but the interferenceeletoo. Nevertheless, this interference is lessnha

with open access, as the results presented irsfa8xy.

Next figures verify the capacity enhancement exgpeed as the number of femtos is increased, under
different load factors, considering open accesgséhesults are for the whole scenario, includiagros

and femtos.

Average Throughput (Mbps)

18

16

14

12

101 660

m1320

Throughput (Mbps)

1980
W 2640

25% 50% 75% 100%

Load factor

Figure 4-2: Average throughput in increasing femtoglensity scenarios, open access

Sum Throughput (Mbps)
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5000 -
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Figure 4-3: Sum throughput in increasing femtos deriy scenario, open access

The average throughput barely changes. The effeicicofasing femtos density is better shown with the
sum throughput, a magnitude that offers an accueulthroughput value for the whole scenario. The
spectral efficiency also reflects the impact ofr@asing femtos density in the scenario. Values are
calculated over the whole scenario and quantifexdapea unit.

Public Information Page 33 (126)



B&en‘@ D4.3V1.0

Spectral efficiency (b/s/Hz/km2)
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Figure 4-4: Spectral efficiency per km2 in increasig femtos density scenarios, open access

The spectral efficiency per femto cell is shownhia hext figure. These values correspond to 75% load
factor simulations.
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Figure 4-5: CDF Spectral efficiency per femto cell

This figure shows that there is still room untileking the 8bps/Hz/cell Befemto target. It is impottto
remark that these results have been achieved gemaso where no SON technique, that might have
increased spectral efficiency, have been applienlvéver, the interference impact radically changes
when considering UE connectivity restrictions to feoells. When dealing with Close Subscriber Group
(CSG) femtocells, radio conditions for macro UEs diose vicinity of a femto could be highly
unfavourable. To assess the CSG retrictions, a peanthat represents the probability for the users
located in the femto best server area to be coaeddotthis femto is defined (CSG probability). Aua

of 25% for CSG probability means that just 25%t@f tisers in the femto best server area are comhecte
to this femto. The remaining 75% would be connetettieir best macro server and hence, these 75% of
users would experience a high degree of interferehe to the former femto best server. Next figure
shows how average throughput is degraded as ticerntage of UEs connected to their best server femto
decreases. The extreme cases have been also andlieetl00% means that all UEs would be able to
connect to the femto if this is the best servertffiem, so this means no restriction at all andjis\valent

to open access. On the contrary, 0% simulates trstwase when no UEs could be connected to the
desired femto.
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Average Throughput (Mbps)
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Figure 4-6: Average throughput in increasing femtoslensity scenarios, femto best server areas,
CSG access

These throughput values average experienced thrat@hpones where femtos are best server. However
the following figure considers the whole simulatiarea. In such case, the degradation becomes,softer
since zones where macros are best server are eoesitbo, and in DL these points are not affected by
the CSG condition (what are affected are macro &ffged in a femto best server area).

Average Throughput (Mbps)
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Throughput (Mbps)
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Figure 4-7: Average throughput in increasing femtoslensity scenarios, CSG access

For completing the analysis, figures with sum tigtgout and spectral efficiency are provided too.

Sum Throughput (Mbps)
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Figure 4-8: Sum throughput in increasing femtos deriy scenarios, CSG access

Public Information Page 35 (126)



B&en‘ﬁ D4.3V1.0

Spectral efficiency (b/s/Hz/km2)
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Figure 4-9: Spectral efficiency per km2 in increasig femtos density scenarios, CSG access

The following figures represent the cumulative disttion for DL SINR for all the considered scenario
with data processed only in femto best server aré#isat is being compared are the two extreme
situations, when there is no restriction, i.e. opecess, and when no UE located in femto bestisarea
can connect to the corresponding femto (curves dabdé¢ CSG). As expected, the level of resulting
interference is huge for the worst case: 0% CSGaalwdd factor of 100%. In this situation SINR alu
for 50"-percentile corresponds to -11 dB, which is indeestery low value. In fact, the SINR vs.
throughput look-up tables present available thrpuglvalues beyond -9 dB.
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Figure 4-10: CDF SINR 660 femtos scenario Figure 4-1CDF SINR 1320 femtos scenario
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Figure 4-12: CDF SINR 1980 femtos scenario Figure 4-18DF SINR 2640 femtos scenario

4.1.2 Spectrum allocation strategies

In order to avoid cross-tier interference, operatmay allocate different parts of the availablectpé
resource to macrocell and femtocell users. Sinaratiover real network scenario have been done in
order to assess the impact on capacity. Three eiffestrategies have been considered:

- the whole spectrum for macros (20MHz),

- macros and femtos share the spectrum (20 MHz)
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- allocation of different parts of spectrum to e#yer (10+10 MHz).
Provided results correspond to a 75% load factorsidering open access to femtos.

Next figures show values for average throughpwgdnh of the studied strategies, and separatingomacr

and femto areas.

Average Throughput (Mbps)
{2640 femtos; macro area)

Average Throughput (Mbps)
(2640 femtos; femto area)

25

20 1

Throughput (Mbps)
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macras
(20 MKz}

macros + femtos
(20MFz)

macros + femtos
(10+10 MHz)

macros + femtos
20 MHz)

macros + femtos
{10 ~10 MKz}

Figure 4-14: Average throughput in macro area  Figure4-15: Average throughput in femto area

It is verified that allocating different parts gfectrum for each layer, although potentially beiefifrom
an interference point of view, degrades macro dgpac
The following figures sum up all the results for dwnsidered scenarios, in the whole simulation.area
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Figure 4-16: Average throughput for spectrum allocaibn strategies in increasing femtos density

scenarios
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Figure 4-17: Sum throughput for spectrum allocationstrategies in increasing femtos density

scenarios
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Spectral efficiency (b/s/Hz/km2)
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Figure 4-18: Spectral efficiency per km2 for spectrm allocation strategies in increasing femtos
density scenarios

4.1.3 Conclusions

This section has presented results from two diffesardies carried out over a real network scendtie.

first one has assessed the impact of dominantffénégrce conditions in the downlink when macro UEs
are in close proximity of femtocells. For that posp, it has been defined a parameter, CSG pratyabili
that represents the probability for the users kxdtan the femto best server are to be connectelito
femto. Results conclude that average throughpdégsaded as the percentage of UEs connected to their
femto best server decreases. It means that moreorikes will experience a higher level of interferenc
and hence will worse their throughput. This degtiadais confirmed for any of the simulated scensyio
no matter if the number of femtos is higher of lowkhe CSG probability could be a candidate paramete
to be monitored in order to trigger a SON mecharisoheal with such harmful interference situation.

The second study analyse the impact on capacity ahaitable spectral resources for macros and femtos
are not the same. Simulations conclude that detioedin macro capacity can make this allocation
strategy no worthy.

4.2 Cell Association for Interference Management

With the introduction of interference management! d@he related enhancements for heterogeneous
networks (HetNet), the coordination between différeNBs also evolves from the pure peer-to-peer
relation in homogeneous networks to a hierarchieldtion, as depicted in Figure 4-26. While large

(macro) cells provide the main coverage and bagiacity (hereafter calleztbverage celbr macro cel),

a set of smaller (pico/femto) cells are deployedasrlay in the same spectrum to boost the system
capacity (hereafter calldwbtspot cellr low powercell) and improve the user throughput and QoS.

We note that in order to fully benefit from the aajy boosting, the low power cells need to be able
capture enough traffic. This can be achieved byardmg the coverage range of those cells by making
them looking larger for the surrounding UEs, coneglato what they would be in normal conditionsl(
range expansion This can be obtained by silencing the macro teltertain sub-frames and, in a
coordinated manner, having the low power cellsiegrthe UEs in those sub-frames (see [4], section
16.1.5).

Public Information Page 38 (126)



B&en’@ D4.3V1.0

Figure 4-19: Heterogeneous network deployment, withhacro and low power (pico/femto) cells

In order to manage the interference in such scemasome level of coordination between nodes
overlapping in coverage is needed, in particuldwben a macro cell and the low power cells which ar
overlaid to the area covered by the macro cell.

4.2.1 The Need for Cell Association

The relation between nodes in a LTE network is naturainaged via the X2 interface, which is a peer-
to-peer interface with both connected nodes atstree level of importance. However, recalling the
scenario in Figure 4-19 for heterogeneous netwdtkis, evident that the role of the coverage csll i
different than the one of low power cells. In fétoé macro cell is strongly interfering (aggressorg or
more low power nodes (victims) overlapping its qage, resulting in a position of higher hierarchy
between the nodes. In order to create some defjfgierarchy and capture such difference, the cancep
of Cell Associatioris introduced:

Cell Association defines a relation between two laveticells (typically a macro cell and a low
power cell in HetNet scenario) that can use elC#aanethod to counteract interference.

By means of cell association, each node part of HletNet deployment is able to exchange the
appropriate information with its most relevant rdigurs and use elCIC to counteract interferencdewh
coordinated with those neighbors. A macro cell &agally associated to several low power cells
overlapping its coverage, and therefore maintaisingral cell associations. On the other hand leach
power cell is associated with typically one macett and maintains one cell association (exceptiow:
power cells deployed at the border between two orermacro cells may need to maintain few cell
associations). It is worth noting that associafinqgjco cell with several macro cells may pose diehge

in coordinating the system and could potentiallyuiein ineffective usage of resources; cell assomi
therefore shall primarily be done with neighbowgtevant for interference control.

4.2.2 Information needed in the eNB

In order to setup a cell association, the macrd siedll be aware of which low power cells are
overlapping with its coverage. At the same timehdaw power cell shall be aware of which macrd cel
is providing the basic coverage in the area whers deployed - those are in fact the potentialscel
interfering with the low power cells that couldastgly limit the performance of the capacity bodst.
addition, the cells shall be aware of the elClCatxlfiies of the other cells they may associatéwiibr
the association to work properly.
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This information could for example be determinedimyinetwork planning, e.g. based on the location of
the macro and low power cells: typically the lownes cells are deployed in a second phase, to iserea
the capacity of the basic coverage layer, and dupianning and installation it is possible to idsnt
what macro cell they should be associated with.eGhe information is available at the eNBs parentin
the associated cells, those nodes could activédefenence management via elCIC and coordinate with
each other.

4.2.3 Scenarios for elCIC Cell Association

Different scenarios can be possible as part of tNetedeployment, hereafter we consider the most
relevant ones, i.e. a low power cell interferecelilier a single macro cell or multiple macro cells.

4.2.3.1 Cell-to-cell Association

Given the much smaller radius of a low power cethpared to a macro cell, the general case wheke cel
to-cell association is considered when a low povedlris interfered by a single macro cell, is dégicin
Figure 4-20

X ~v&vA7AVAVA§AVA'A i

XX

\Wa
AT
\VA

Figure 4-20: Cell-to- cell association: low power dieinterfered by single macro cell.

In this case, for example low power cell 3 is dgptbwell within the coverage of the macro cell Bl &@n

is mainly interfered by it: Association {B3} enabklinterference management between these two Aells.
this point the eNBs parenting macro cell B and fmower cell 3 can exchange information about ABS
pattern and related loading via X2 interface, asirsarized in Table 3-2 for elCIC, and adjust the
resource partition in a dynamic way based on theahtraffic demand. Coordination is limited to $ee
two cells for this example, and similarly will hagspfor Associations {A1} and {A2} when considering
macro cell A and low power cells 1 and 2.

4.2.3.2 Multiple Cell Association

Due to the particular deployment situation, it cbbbippen that a low power cell is interfered bytipld
macro cells, e.g. in the case it is located abtireler of the coverage areas, as shown in Fig@® 4-

In this case, while for low power cells 1 and 3-telcell association applies like before, for Ipower
cell 2 there are two cell associations allowingrdamtion with both macro cells A and B : {A2} and
{B2}, which could make the interference managemeitre complex. In fact, while on one hand the
performance of low power cell 2 may still be veingited if coordination is only explored with one thie
two interferers, on the other hand the coordinati@sed on cell association {A2} cannot be fully
independent from the one based on cell associgB@h and a multiple cell association needs to be
established.

Again the eNBs parenting macro cells A and B wiltleange information about ABS pattern and related
loading with the eNB parenting low power cell 2 W& interface. However, due to the multiple cell
association, the low power cell 2 will have to nhatice ABS patterns of both the macro interferiniisce
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calling for additional complexity of the systempooperly setup and adjust the resource partitiseta
on the actual traffic demand. Coordination in ttase is de-facto among three cells and similarasten
where even more cells are involved could also lssipte.

HeNB 3

Figure 4-21: Multiple cell association: low power cikinterfered by two macro cells

4.2.4 Cell Association Approaches

In this section we briefly illustrate different gilsle approaches to realize cell association inNgt
starting from a basic configuration and includilmgn® enhancements for more advanced solutions.

4.2.4.1 Manual configuration via O&M

The basic approach for the establishment of cebbaason is to configure it manually via O&M, e.g.
considering the cell location and coverage estirffaben network planning tools or coverage maps)sTh
approach is manual, simple and does not requirassigtance from other devices, and can be coesider
as the baseline solution to provide minimal funcsidor cell association. However, this brings aleme
disadvantages that can be overcome by other ag@sawhere the amount of manual work necessary is
gradually reduced and more automation is includedatilitate cell association establishment and its
usage.

4.2.4.2 Automatic Configuration without UE Assistance

One simple enhancement to provide some degree tomation is to let the eNBs involved in cell
associations to exchange information between thiamX2 interface. For example one could think of
including in the low power cells a simple receit@monitor the downlink spectrum and to identife th
macro cells that are causing major interferencehabthey can be associated to that low power Atdb

in this case the cell association is of static rat(low power cells could monitor the spectrum at
activation for example, or after reset), while as@nable degree of automation is added with opesati
executed directly at the eNB, embedding the necgsseelligence as possible SON functionality. One
possible drawback of this approach is that it dugsaccount for the user conditions, i.e. the @atioa
may be not optimal with respect to what users meguin terms of assistance.

4.2.4.3 Automatic Configuration with UE Assistance

To further increase the automation possibility amdbeétter consider the UE perception, the automatic
configuration could be executed with UE assistandgreby UE measurements are collected at the eNB
and processed to determine what cell associatimiggant.

The process is an increase of complexity of SONtfanality and can for example be built in a similar
way as the Automatic Neighbour Relation (ANR) fuoctor embedded as an extension of it. This way a
dependency from the UE received signal is introdueed the needed mechanisms can be based on X2
interface, which may require further functionalengions. Considering that the elCIC is mainly hdlgf

able to correctly provide the instruments to redn¢erference (at the UE receiver side) and to btus

UE throughput, including UE assistance is expeatdtetp to select and adjust the associations.
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4.2.5 Cell Association Evaluation

In this section we evaluate the three differentrapphes presented in section 4.2.4 with respect to
capability to pair the right cells for interferenoganagement. The first part describes the evaluation
method, the simulator platform and related asswmptithen results are presented and analyzed and
finally some conclusions are drawn. Both singleoeigions (one low power node associated with one

macro) and multiple associations (one low powerenadsociated with more than one macro) are

considered in the comparative analysis.

4.2.5.1 Evaluation methodology and tools

For the evaluation and comparison of the differaggociation approaches, a heterogeneous network
deployment scenario is modelled in a system sirouldthe simulation setup is described in Figure24-2
and corresponds to the recommended layout desciibe&@GPP TS 36.814 [177]for heterogeneous
network investigations. The macro deployment cossi$ta regular hexagonal cluster of 19 three-sector
base stations for a total of 57 cells. In addititmw power nodes (e.g. HeNBs) with omnidirectional
antennas are deployed each in a random positidninvitie corresponding macro cell coverage area. The
characteristics of the analyzed deployment are sanmed in Table 4-2, for a LTE system with 10 MHz
spectrum and using the channel model referencfdifi, derived from ITU-R M.2135 recommendation.
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Figure 4-22: Cell association simulation layout withmacro and low power cells.
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Table 4-2: LTE system parameter for cell associatiosimulations

System Parameters Value

Carrier 2 GHz

Bandwidth 10 MHz

Subcarrier spacing 15 kHz

Number of subcarriers N| 600

System Loading Fully loaded
Number of users 30 users/macro cell
User distribution Uniform in macro cell

Thermal noise density NO-174 dBm/Hz
Macro Cell Parameters | Value

Layout 57 cells, sectorized
Inter-site distance 500 m

Transmission power 46 dBm

Antenna gain 17 dBi

Channel model Uma, cfr. [177]
Shadowing std dev 4 (LOS) and 6 (NLOS) dB

Decorrelation distance 37 (LOS) and 50 (NLOS) m
UE Spatial Distribution Uniform random

LPN Cell Parameters Value

Number of LPNs droppe¢ 2 nodes per macro cell

Transmission power 10 dBm

Antenna gain 5 dBi

Channel model Umi, cfr. [177]

Shadowing std dev 3 (LOS) and 4 (NLOS) dB
Decorrelation distance 10 (LOS) and 13 (NLOS) m
CRE handover bias 12 dB

Performance results are collected by means of Boapsnulations, according to the following steps:
« Users are dropped uniformly in macro cell coveraigas at each drop
e Channel model towards macro cells and low powds tekalculated

« A serving cell is assigned to each user, based temgest received signal strength and
considering handover threshold bias for Cell Raegjgansion (CRE)

* Cell association is performed according to theeeipe approaches described above
e Performance metrics, in term of UE geometry (SINdRg, collected over several drops

Results are processed with main focus on usergddry low power nodes in CRE region, which are the
primary target of interference mitigation. For teealuation of the user SINR, it is assumed that the
associated macro aggressor(s) to each low power isdalanked for interference management when the
low power node schedules such a user, to modelCet&@thnique withAlmost Blank Subframg#BS)

[4]. This translates in considering null interfererioom the blanked cell when SINR is computed far t
user, as captured in equation (4.1).

I Org

mnt = |
ke 5 KOS,

wherel, is the received power at the user for each sell gerving cellk = other cells),Ny, is the
thermal noise and; is the set of cells associated with the low pomate server.

SINR=

(4.1)

one

4.2.5.2 Simulation Results

In this section simulation results for cell asstioiaevaluation are presented, collected over bpsifor
each of the simulation case analyzed. All thrededsht approaches for cell association have been
modelled and contrasted towards an ideal cell ¢gstsme, where for each user, the strongest interger
are blanked.
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In case of manual association via O&M approach {s2&.1), low power node cells are associateddase
on their location to the macro cell providing thederlying coverage. For the automated approach
without UE assistance (see 4.2.4.2), a Radio EnviestifMonitoring (REM) unit consisting in a receiver
at the low power node is used to detect the stistngacro cell interferers. For the automated apgbroa
with UE assistance (see 4.2.4.3), UE measuremeatsoflected at the low power node and processed to
assess the interferers that mostly causes probl¢he tserved users.

Figure 4-23 shows the results in terms of UE gegndisitribution for the three different cases, adl a®
the ideal case used as reference, which correspmndigving at each point of time the strongest
interferers for the particular UE being scheduléehnsied in neighbour macro cell aggressors. In amutgit
also the geometry of users served by low power modén CRE (center cell users), for which ABS i$ no
applied, is included. As can be seen, the approdtth UE assistance is performing better: this is
somehow expected as the approach tends to redtmderance that mostly matters from the user
performance perspective. The other two approacaes slightly worse performance, whereby the REM
assisted method seems slightly better than the ahaonfiguration: this is somehow expected as $igna
measurements are considered.

UE geometry - users in CRE @ 12dB, cell association

pran
/// /
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//
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/ — UEA CA-N1
— %
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Geometry [dB]

Figure 4-23: Cell association simulation results: UEjeometry distribution.
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Cell Association Performance Loss vs. Ideal case - N=1
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Figure 4-24: Cell association simulation results: pgormance loss compared to ideal case.
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Figure 4-25: Single cell association vs. multiple t@ssociation results.
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Figure 4-24 represents the same results in ternmtial loss compared to the ideal case, foh eac
percentile of distribution. As can be seen, thedssare within 1 dB for entire percentile range W&
assisted approach with almost no losses for theS@opo-tile, while the baseline method and the REM
assistance method shows losses of about 1.5 tdBR&nd a tendency to perform somewhat worse for
upper 50%-tile of the users.

Analysis has been done also for the case whereipieulhiggressors are identified and blanked, by
contrasting the case of single cell associationaasdciation with two cells (N = 1, 2). Figure 4spws

the results for both cases for all three cell assion approaches, in terms of geometry distributMvhat

can be observed is that the advantages achievéltebgell association with UE assistance compared to
other methods increases with more aggressors Haamked. In this case in fact, the information
provided by the UE has higher value in case of eledsployments, whilst using pure planning
consideration with OAM assistance may be more ehglhg.

4.2.5.3 Conclusions

Cell association has been evaluated by means oémcah simulations, comparing different approaches
to the ideal association case. The baseline approhcOAM assistance and manual configuration
provides a good basis for association with simfd@rithms but requires more manual work and is in
nature fully static. Providing assistance helpsomugting the configuration of the systems in general
though no benefits could be seen in case UE measutsrare not used for the scope. Overall assisting
the association by means of collected UE measuresntes proved to be the best approach in terms of
performance, reduction of manual configuration addptivity possibility, while using low power node
receiver seems not providing any particular peréorog increase.

4.3 Achieving an Average Spectral Efficiency of 8 bps/Elfor Femto cells

Spatial multiplexing is a prominent feature of rplé input multiple output (MIMO) systems in 3GPP

LTE networks. In order to achieve higher number otiaptayers (for a given antenna configuration),

higher SINR (signal to interference-plus-noiseajatialues are required. With reuse 1 in the network
interference may become more significant and heoctd reduce the SINR values. In this section, we
study the performance of heterogeneous femto/maatwork characterized by a MIMO spatial

multiplexing. We present the values of two key parfance indicators (KPIs), namely average cell
throughput and average spectral efficiency witH fréquency reuse in both the macro and femto
networks. Then, we demonstrate the impact of agbdvandwidth utilization framework on the system

performance. We show how the objective of 8 bpsdkerage spectral efficiency could be achieved in
femto network by exploiting MIMO spatial multiplexd and employing a self-organized bandwidth
allocation scheme for interference management.

The enhancement in performance as a result of spatiéiplexing in macro LTE networks has already
been demonstrated in existing literature. Few esfees on the subject are: [147]-[150]. As for the
performance analysis of spatial multiplexing indregeneous macro-femto network, some recent article
could be spotted. For example in [151], resultsSo-MIMO (single user-MIMO) mode of LTE (which

is one of the spatial multiplexing modes of LTE) areeg. Authors have assumed reuse 1 in both macro
and femto networks and have considered maximumvoffemto cells per macro cell area. Authors of
[152] have developed analytical models for the cage evaluation in a two tier macro/femto network.
Two spatial multiplexing modes, SU-MIMO and MU-MIMQiave been considered in this study.
However, to simplify the analytical approach, aushbave not considered shadowing in their model.
Furthermore, they consider flat Rayleigh fading gdsband.

The gain brought by spatial multiplexing is very mising but is greatly affected by other cell
interference as has been discussed in [153]. Cenisgd a co-channel deployment of macro-femto,
interference will be a critical factor that willfatt the spatial multiplexing. Hence it is neceggarstudy

the effect of interference mitigation in this casgerference management in a macro/femto netwsodni
active topic of research at the moment. Differenititions based on power control and frequency reuse
are for example presented in [30][31][34][89],[194b6]. In this article we rely on Monte Carlo
simulations to first analyze the performance otigpanultiplexing mode (SU-MIMO) of LTE in a reuse
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1 macro network with underlay femto network forfelient antenna configurations. Then we show the
improvement in performance parameters becausefr@fgaency mitigation framework. Our simulation
results highlight that gain in performance becaasdhe frequency mitigation mechanism is more
pronounced in MIMO networks as compared to the ovgsSISO.

The rest of this section is structured as followsrief introduction of closed loop spatial multigileg
mode of LTE (Rel. 8,9) is given in subsection 4.®#tails about wireless channel model, interference
calculation and effective SINR computation are enésd in section 4.3.2. In subsection 4.3.3, oleral
system description and simulation campaign parasietes introduced. Monte Carlo simulation results
are discussed in subsection 4.3.4 followed by emigh in subsection 4.4.6.

4.3.1 Close-Loop Spatial Multiplexing (CLSM)

Among the multiple spatial multiplexing modes sfiedi in LTE (Rel. 8,9) [109], we focus on CLSM
which is transmission mode 4 of LTE. In this transioe mode, independent data streams could be
transmitted from each transmitting antenna. The mawi number of spatial streams is defined by
min(N;,N;) where N and N are the number of transmit and receive antenrsgeotively. The UE sends
the following three feedbacks (reflecting its radimvironment) to the BS :

e CQI (channel quality indication)
e PMI (precoding matrix indicator)
e RI (rank indication)

where CQI specifies the modulation and coding s&hd?Ml refers to the index of the codebook (a $et o
precoding matrices [107]) and RI indicates the mmaxn number of spatial layers that the UE could
support. CQI and PMI are sent by the UE with theesgeriodicity, whilst Rl is fed back with a period
which is multiple of that of CQI/PMI. Furthermoriae CQI and PMI both could be frequency selective
with a possible granularity to the level of a sulibavhereas RI is measured over wideband [107]. The
elements of the transmission chain that involve G@MI and RI feedbacks are shown in Figure 4-26:.
According to [107], whatever the antenna configoraimay be, the maximum of two codewords can be
transmitted simultaneously.

Codeword 0 i—; - \—T

Codeword-to-layer

e | mapping : Precoding :

I Codeword 1 — > _\1

_ - . J . J
Channel Quality Rank Indicator Precoding Matrix
Indicator (CQI) (RI) Indicator (PMI)

Figure 4-26: The elements in the transmission chaitmat implicate CQI, PMI andRI feedbacks at
different stages.

4.3.2 Interference and Channel Model

4.3.2.1 Channel Realization
The radio channel between a UEand a (H)eNBb suffers from long-term as well as short-term
variations. The long-term propagation loss encomfiaspath Ioss*.f)b'”) and the lognormal shadowing

|(b,u),_j\7(0 a(b)). These components are computed according to thelrioaf [114]. Since the antenna
Sk 4

gain of the UEgY and that of (H)eNBg® are also fixed entities, we subtract the two frtme
propagation loss and the resultant long-term viariatioss.®" can be written as:
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10l0go(L®W) =g +g® -1 pu) - &) (4.2)

where all the terms on the right hand side of tpeation above are in dBs. The short-term part spres

the fast fading. It is generated by using the MINNOME (spatial channel model extended) channel
introduced in [157] which supports bandwidths higtiean 5 MHz (since the bandwidth used in our
system simulations is 10 MHz). For Doppler effextyelocity of 3 km/h has been considered. As for
power and delay profile, the urban macro (UMa) niddes been taken into account. From the temporal
representation, the frequency domain responserigedeusing FFT of size Mr. The number of useful
subcarriers N is bandwidth specific and can berredefrom [41].

4.3.2.2 Subcarrier SINR

Minimum mean square error (MMSE) receiver is agpb@ each subcarrier to detect each layer. Ignoring
the fast fading gain associated with interferinge(NB, post-receiver SINR of subcarriefor a UEu is
calculated over every spatial layer transmitted.

4.3.2.3 Effective SINR

Channel gains experienced by subcarriers are likelye different over the whole band due to thellkma
coherence bandwidth (inversely proportional to tleday spread) of the multipath channel. Hence,
different subcarriers (and subbands) may suffemfrdifferent SINR and the error rates on these
subcarriers may not be the same. Therefore, block ete (BLER) of the coded block (transmittegtov
multiple subcarriers) cannot be obtained througballiaveraging of these error rates. In order tainka
single SINR value of multiple subcarriers that coabrrespond to this BLER, certain physical absivac
models are used. The resultant single value isadlle effective SINR. In our System Level Simalas
(SLS), we have used the physical abstraction mbtign Instantaneous Capacity (MIC) [158]. As for
CQlI, we have chosen "higher layer configured subdbagporting [107], so that the CQI for subband s i
computed based on effective SINR. Each subbanonigpdsed of N, subcarriers. The set 8f subbands
for which a UE has to send CQI reports back to fHBés configured by Radio Resource Control (RRC).
While considering FFR, RRC only asks for reportdlus subbands that are used by a particular (H)eNB.
The instant of these reports is also set by RRCoun simulations, we have considered a periodic
reporting every Transmission Time Interval (TTIm$.

4.3.3 System Model and Simulation Details

We have carried out simulations with four differamitenna configurations: 1x1, 2x2, 4x2 and 4x4. To
study the effect of interference mitigation in MIM@etworks, we have considered four different

scenarios (for every antenna configuration) offtequency reuse framework that we have presented in
[159]. These four scenarios are as follows:

¢ Reuse 1 in both the macro and femto networks

*« Reuse 1 in macro and partial resource utilizatiothe femto
¢ FFRin the macro and reuse 1 in the femto networks

« FFR in the macro and partial resource utilizatiothie femto

For a brief recall, with FFR (see Figure 4-27:)tlie macro network there aBy subbands used in the
inner region ands, (where mO {1, 2, 3}) used in the outer region. ¥ represents the total subbands
associated with system bandwiditi then in every macro cell there will b§H|Sy|-|Sn| orthogonal
subbands that could be exploited by the underlaydecells. The least interfered subbands are fdoynal
femto cell through sniffing process.
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A Cluster of
three cells

ISI=

|Sol+[S1[+|S2l+[Ss| S~

Figure 4-27: Fractional Frequency Reuse (FFR) case. Soénds $ are deployed with reuse 1 in the
inner regions, while §, S; and S are deployed with reuse 3 in the outer regions.

Simulation parameters are summarized in Table 4-@t&l Carlo approach is used with a significant
number of runs where in each run (lasting severak)IUEs are randomly dropped across a macro
cellular network of 7 sites with 3 sectors per.sie macro UE is dropped inside the clusters tlust h
femto cells. Deployment of femto cells is carriagt with the help of dual-stripe model [114]. A bird
view of a dual-stripe cluster is shown in Figur@&t: A femto cell is hosted by a 10 mx 10 m block
inside the cluster. On each floor there are 40Ksd@nd a total of 6 floors have been considereithen
simulation.

o> 10$m

70m

120 m

Figure 4-28: Dual-stripe model

The presence of HeNB in a block is governed by tiobability of femto cell deployment. The position
of HeNBs inside a block follows uniform random distition. The transmission power per subcarrier is
different for an eNB and HeNB. However, within timacro and femto networks themselves, this value is
kept constant. To obtain the value of the subcatr@rsmission power, the total transmission povier o
(H)eNB is divided by the number of useful subcasriger (H)eNB.

In context of FFR, the size of the inner/outer oegilepends upon the division of resources (subbiands
our case) between the inner and the outer regibissdone in a way that the ratio of the surfaoeasof

the inner and outer regions is proportional tordi® of the resources being allocated to the w@gians.
This is in coherence with the equal resource allonaicheme used for assignment of resources to UE.
MUEs are dropped into a macro cell using uniformdmamn distribution such that a certain number of
MUEs are attached to the serving eNB accordingddotst link criteria.
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Table 4-3 Simulation Parameters For Macro/Femto Netark

LTE Parameter Value
Carrier frequency 2 GHz
BandwidthW 10 MHz
Subcarrier spacing 15 kHz
Number of subcarriefd 600
Number of subbandS§]|associated witkV/ 9
Number of subbands in the inner region per &l | 6
Number of subbands in the outer region per &ll | 1
Thermal noise density, -174 dBm/Hz
eNB Parameter Value
Inter-site distance 500 m
Transmission power 46 dBm
Antenna gairg® 14 dBi
Antenna 2
pattern ) min{lz(gj ZO}dB
70
whered is in degrees
Shadowing standerd deviation 8 dB
Shadowing correlation 0.5 inter-site
1 intra-site
HeNB Parameter Value
Model Dual-Stripes
Number of clusters dropped per macro cell 1
External wall attenuation 20dB
Internal wall attenuation 5dB
Number of floors 6
Number of blocks per floor 40 (20 per stripe)
Deployment probability inside a block 0.1
Transmission power 10 dBm
Antenna gairg® 0 dBi
Shadowing standerd deviation 4 dB
Shadowing correlation 0
Number of UEs dropped per HeNB 1

The number of MUEs dropped per macro cell variesrémse 1 and FFR cases. In either case, this
number is equal to the number of subbands assitinedch cell. As per the parameter values listed in
Table 4-3, 7 and 9 MUEs are dropped per cell for ERE reuse 1 respectively. This is done to have
equal number of subbands (one in this case) tdideated per MUE. For HeNB deployment, on average,
one dual-stripes cluster is randomly dropped pecrmaell. HUEs are uniformly dropped inside the
block near their serving HeNB and attachment isddrtoward it. The drop is performed until all HeNB
have a given number (one in our case) of HUESs. tbissidered that there is no MUE present inside a
cluster.

Attached UEs report their CQIs/PMIs every 5 TTls bsabbands configured by their serving (H)eNB.
The reporting period of Rl is twice (i.e. 10 TTIs) thed PMI/CQI (as mentioned in section lll, the
reporting period of Rl is a multiple of that CQI/PMThe RI is reported over wideband. The selectibn
PMI and RI is carried out through an exhaustivadearhe combination of PMI and RI that delivers
maximum throughput is fed back by the UE. Basedhase received reports, the (H)eNB allocates its
resource to the users based on equal resourceat@iocscheduling scheme for the next TTI. The
minimum scheduling unit is one subband. The sclieglaf MUESs is carried out in a way that a subband
is allocated to a UE which has the best channeitgual that subband while satisfying the condittbat
every UE gets equal number of subbands. Howevegl égaource allocation is not of that importance
for the femto cells given the fact that each HeMBsss only one HUE at an instance and allocates all
available subbands to it. We consider full buffeaffic model for both the HUE and MUE. The
throughput calculation is derived from the effeeti8INR for each scheduled UE by using truncated
Shannon bound, in adequation with the approachtadop [160].
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4.3.4 Analysis of Numerical Results

In this section, we present and discuss the restitained through simulations. Since the amount of
resources allocated per user is different for feamd macro networks, user throughput cannot be ased
a metric of comparison. In order to fairly compatkthe scenarios, in Figure 4-29:, we have present
the average spectral efficiency in bps/Hz that de#siepend upon the amount of allocated resoyrees
user. For the sake of clarity, we have included awb antenna configurations (1x1 and 4x4) in Fgur
4-29: (a). The curves for the other two antenndigarations can be found in Figure 4-29: (b). Alkt
curves in these figures correspond to the scenaviths 2 subbands allocated per femto cell through
sniffing process. It can be observed that the gadtized by interference mitigation scheme FFRhm t
macro increases with higher antenna configurations.
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The average values of spectral efficiency for défgrantenna configurations are given in Table 4-4. |
can be observed that partial subband usage by featteork and CLSM with 4x4 MIMO results into an
average spectral efficiency of more than 8 bpsSiectral efficiency is an important parameter tgega
the radio quality but from the point of view of eptor, cell throughput has its own significance.

Table 4-4 Comparison of Average Values of DifferenKey Performance Indicators (KPIs)

Antenna  |gybband usag[Reuse 1 in macro FFR in macro
Parameter configuration |per femto
Macro cell [Femto cell [Macro cell [Femto cell
Average ce|lxl Reuse 1 13.8 21 13.9 22.8
throughput (Mbps 2 subbands 16.1 6.7 14 8
2x2 Reuse 1 22.1 35 21.8 38.1
2 subbands 25.1 11.6 22 14.1
AX2 Reuse 1 26.1 40.7 26 44.1
2 subbands 29.8 13.2 26.1 15.7
Ax4 Reuse 1 39.2 62.7 38.5 68.1
2 subbands 43 21 38.9 26
Average spatijlx1 Reuse 1 1.4 2.3 1.7 2.5
spectral efficieng 2 subbands 1.4 3.3 1.7 3.7
(bps/Hz) 2x2 Reuse 1 2.3 3.9 2.9 4.2
2 subbands 2.4 5.8 2.9 6.6
Ax2 Reuse 1 2.8 4.5 3.4 4.9
2 subbands 2.8 6.6 3.4 7.3
Ax4 Reuse 1 4.2 7 5.2 7.6
2 subbands 4.2 10.5 5.2 12.1

In presence of reduced usage of resources in fatrisoimportant to analyze its effect on the valuwd
cell throughput. Thus CDFs of average cell througtpr all antenna configurations are given in Feu
4-30..
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Figure 4-30: CDF of cell throughput (Mbps) of both tre macro and the femto

The average values of cell throughput for all stddseenarios are given in Table 4-4. Though 25%
resource utilization (through sniffing process) feanto cell results into an average spectral edfficy of
8bps/Hz , but as compared to reuse 1 it suffeny fabmost 61% decrease in average cell throughput
while considering FFR in macro network. Howeveg #ame value with reuse 1 in the macro network is
about 66%. Hence frequency mitigation has earnexigssn of 5%.

4.3.5 Conclusion

We have shown the performance of a macro/femto aré&twquipped with MIMO spatial multiplexing
mode. We have shown that by combining spatial plelting characterized by 4x4 antenna configuration
and interference mitigation, a target of 8bps/Hatiwinable. However, as compared to reuse 1, the
average cell throughput is lesser. In future, wend to work upon interference mitigation technigtleat
could further increase the value of average cetiuiphput while maintaining average spectral efficie

4.4 SON for Interference Minimization

4.4.1 Problem Statement

Fractional frequency reuse FFR, where interferimggimbors transmit data on orthogonal subbands
(subbands are contiguous collections of frequeaspurces) is widely used in wireless cellular nekao

to enhance the throughput of cell-edge users. Acmethe remaining subbands is restricted (possilaly
power reduction) or even forbidden, so as to adeitimental interference with neighboring basetat
(BSs). Thus, via the use of FFR, user equipmenEs)Ubcated near the boundary of two or more BSs
face less interference and enjoy better servicéitguelowever, the disadvantage of using FFR ig tha
drastically decreases the spatial reuse of ressame hence decreases the system capacity. Addigion
the unpredictable variations in the interferencesed by the uncoordinated deployment of small cells
indicates the necessity for dynamic frequency reyggoaches that aim at adapting the spatial retise
resources to the observed interference conditions.

In [101], we have developed a centralized subbasgigament scheme for uncoordinated networks
coined Graph Based Dynamic Frequency reuse (GB-DIRR}B-DFR, a central controller collects the
identity (ID) of the interfering neighbors observeg each BS and maps this information onto an
interference graph. It then assigns subbands tobB2pplying a modified graph coloring algorithnath
takes into account the efficient spatial reuse wibsnds. The novelty of GB-DFR stems from the
flexibility in the number of subbands that can kesigned depending on the interference conditions
observed by each BS. Those BSs facing low intenfereare assigned more subbands and vice versa.
However, GB-DFR is suitable only for single usepldgments where each BS serves just one UE. As the
number of UEs served by the BS increases, thezatiiin of subbands decreases. For this purpose, an
extended GB-DFR (eGB-DFR) is investigated thatetdy suited to serve multi-user scenarios with the
objective of increasing the cell-edge capacity sthihaintaining high subband utilization. In order t
enable this, we define two classes of subbandsndémee on their foreseen usage by a BS: primary
subbands (PSs) and secondary subbands (SSs). Therd®8ssigned by a central controller similar to
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GB-DFR [101], so as to protect cell-edge UEs fadiith interference. The PSs belonging to a particula
BS cannot be used by their interfering neighborB8s because such neighbors can cause high
interference to UEs of the BS in question. In otddran/block subbands at the interfering BSs, B8l s

a PS indicator to their interfering neighbors. WheBS receives such an indicator, it cannot use the
indicated subband and this way cell-edge UEs akacetsources from within the set of PSs experience
low interference. Secondly, the SSs, belongingh® det of all unblocked (in other words, non-PS)
subbands are assigned autonomously by BSs aftearé@ssigned. SSs can be used by a BS depending
on the prevailing interference conditions; butogiryg no privileges, these subbands cannot be btbek
interfering neighboring BSs. Resources of SSs harefore be allocated to cell-center UEs facing less
interference as long as they do not cause higiféméace to neighboring BSs. Consequently, theaisag
of the PSs boosts cell-edge capacity, whereasSkedrfsrease the spatial reuse of resources edpdoial
multi-user deployments. This is therefore a hylmiethod comprising a centralized and a decentralized
component.

4.4.2 System Model

We consider the downlink of a long term evolutibf ) system where the system bandwidth consists of
multiple subbands. Each subband consists of a fixesber of resource blocks (RBs) which are the most
basic downlink resource allocation units for da@nsmission. A BS can allocate RBs of the same
subband to multiple UEs; however, a RB can be aatt only one UE in any given cell.

Owing to the cluttered deployment of BSs, it is oagible for a UE to identify the list of interfegiBSs
in advance. Instead, a global, pre-defined signdéterference-plus-noise ratio (SINR) threshaig, is
defined which represents the minimum tolerated SHdReach UE. In LTE, UEs can differentiate
between the received signals from various BSs @ir tvicinity with the help of BS-specific reference
signals termed as common reference signals (CRS8s)received signal strength observed by, fuin
BS,is determined by:

Run = Terslun (4.3)

whereTzs is the constant CRS transmit power across all BS$G, Gunis the channel gain

comprising the combined effect of path loss andlshéng between BSand UE. Based on the received
signal strengths from the serving BS,,B&1d from the set of all interfering BSg, a UE, experiences a
worst-case SINR of,. If y.< vw, then froml,, the largest interfering BS is removed apdb recalculated.

This process continues iteratively until

Yo = % — 7% = 2 Y
BiemBuc 17 (4.4)

wheren accounts for thermal noise ahd is the set of tolerable interfering neighbors edi using set
notation

Iy =Ty —Tyrem (4.5)

wherelem is the set of removed interfering BSs. The set®§ Belonging td, .m must not use the same
subband from which RBs are allocated to J&6 that UE may achieve an SINR of at leggt Based on
the feedback received from its served UEs, a BStaaris the union séf,em This set becomes the
neighbor list with regards to the BS in question.

Furthermore, in LTE, a UE is also capable of calcagpthe SINR at each subband. Then, it feeds this
information back to its serving BS. The signalifdstNR levels is achieved in LTE by using the channel
quality indicator (CQI) [107].

4.4.3 Extended GB-DFR

The eGB-DFR scheme consists of two parts: centsifjasient of PSs and autonomous assignment of
SSs. Subband assignment is done on an event g@pasis which means subbands are updated only if
there is a change in the interference environm€&his will be described in detail in the following
subsection. Additionally, all BSs are synchronizgth a time duration equal to that of a so-calliede

slot Between the starting instances of two time skbis,subband configuration remains undisturlped,
changes in the subband assignment are only mabe start of the time slots.
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Figure 4-31: An example of subband assignment whethe system bandwidth consists of 3
subbands.

A toy example of the allocation of subbands to vaeous users of various BSs is depicted in Figure
4-31. According to this figure, BScauses high interference to some UEs served hyaB8 BS$. Since
these UEs are allocated RBs from subbands 1 anelsgectively, these subbands are blocked gt BS
Likewise, BS, cannot use subband 2 andgB®innot use 1. Therefore, subband 1 is declaref $hfor

cell A, subband 2 the PS for cell B and subbandr2¢&ll C. On the other hand, WEerved by Bg does

not face high interference from B&and BS, therefore Bg may allocate subband 3 RBs to Jkthout
causing high interference to YEerved by B&

A BS allocates RBs from PSs and SSs to UEs depemdirige UES’ perceived interference conditions.
Cell-edge UEs are prioritized for being allocatedAHs, while the cell-center UEs can be allocated RBs
from SS. This results in a fair allocation of resms among UEs in the same cell. For instancg, iBS
Figure 4-31, serves UEand UE and can transmit data on subband 1 and subbarsdBSaand SS
respectively. As UEfaces high interference from B®n the SS, only RBs from the PS can be allocated
to it. On the other hand, RBs from both PS and &5be allocated to UEIn such a situation, for the
sake of fairness, UKjets all resources from the PS and all resources the SS are allocated to WE

4.4.3.1 Primary Subband Assignment

In order to assign PSs to BSs, the central coetralses an interference graph which is constructed
according to the feedback from the BSs. In orddamjplement this, each BS reports its neighbortst
the central controller when a change (such asrttieduction of a new BS to the network) is detected
The central controller then builds an interferen@gpb based on this feedback. If the feedback fr&@a B
causes a change in the interference graph, theateontroller updates the PS assignment of all 885
informs them.

After the PS is assigned, the BS in question ctorrimthe (potential) interfering BSs of its servdis

via a PS indicator. In this way, the serving BSck®the interfering BSs for using its PS and thsirdd

vt can be achieved at the given UEs. The serving B&8sseS indicator only for those UEs to which RBs
from the PS are allocatecke,, cell-edge UEs.

1) Construction of the Interference Graph:In the interference graph, each node correspandsBS
and the edge connecting two nodes represents tedeirence between two BSs, if this interference
exceeds the pre-defined threshold. One importaint pere is that the edges in the graph are asstned
be undirected, which means that if B&ports Bg as its neighbor, then B&utomatically becomes the
neighbor of B®, whether Bg reports Bg as its neighbor or not.

Similar procedures are adopted in [102], [103] §b04], but neighboring relations are constructed
between UEs meaning each node represents a UEeimtirference graph. The main advantage of
constructing the interference graph based on BS®ad of UEs is that it can remain unchanged for
longer periods of time. This way, the update freqyeof the PS assignment by the central controller
decreases, and hence, so does the signaling oderfibgre are two reasons why the proposed
interference graph is stable. Firstly, locationghaf BSs do not change frequently. As long as a B8w
does not enter the network or the active one dagslaave, the nodes in the graph remain same.
Secondly, since the BS accumulates feedback frbits aerved UEs to construct the interference graph
the edges reflect the overall interference conati@xperienced by the geographically diverse UEs.
Therefore, the movement of one UE does not causslagrse change to the interference graph, leading
to stability. For instance, referring back to Figu-31, assume UEerved by Bs changes its location
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such that it starts to face high interference f&®g. This, however, does not affect the interferenegplgr
since UE already faces high interference fromgB&hich in turn does not change the relation between
BS, and B$S in the interference graph.

As a final remark, increasing, results in a graph with higher connectivity, sirtbés increases the
number of the neighbors, and hence, the numbedgésin the graph. This way, higher SINRs are
achieved, but this is traded off with a reducediapeeuse of subbands.

2) Graph Coloring Algorithm: Conventional graph coloring algorithms, such &dhe given in [105],
color the nodes of a graph with the minimum nuntdferolors such that no two connected nodes (in this
context, neighbor nodes) have the same color. Bymamg that each color represents a different suthba
graph coloring facilitates subband assignment, @/it&p BSs connected via an edge in the interference
graph cannot use the same subband.

The drawback of conventional graph coloring is thefficient usage of the subbands since each BS is
assigned only one subband. In order to increassphtal reuse of subbands, a BS in a less integfer
environment should be able to use more subbandwutitcausing high interference to its neighbors.
Shortcomings of conventional graph coloring arerasisked in [101] with the proposed GB-DFR scheme,
where the subbands are assigned to BSs in three atel a cost function is introduced to maximize th
spatial reuse of subbands. Additionally, in orademicrease the fairness for situations where thabau

of subbands is high, a parametgf, $s introduced. It indicates the minimum numbersabbands that
should be assigned to each BS. The GB-DFR can imenatized as (for more details, the reader may
refer to [101]):

« Step 1:Assigning s, subbands to BSs
— Apply the graph coloring algorithm,stimes to the interference graph.
— For each visited BS assign the optimal subbaneérins of utilization of subbands.
« Step 2:Assigning the remaining subbands to BSs
— For each subband, find out the BSs to which thengsubband can be assigned.
— Choose the optimal BS in terms of utilizatiorsabbands.
« Step 3:Find out BSs without any assigned subband
— If there is any BS which is not assigned any anbtbecause of intense interference, assign a
subband causing minimum interference to its neighbo

The GB-DFR method efficiently solves the issue aigrament of subbands for the dynamic environment
arising from the cluttered deployment of BSs arldvad for UE movement. Also, since the number of
nodes is relatively small, the proposed algorittas low time complexity for the given interferencamh
and hence the central controller can update thbasubassignment with a bearable delay. Note tleat th
complexity does not increase as the number of dedies increases. Consequently, applying the GB-
DFR by a central controller is a convenient appinofac assigning PSs to BSs. It is guaranteed trat t
interfering BSs use different PSs as long as therfarence graph remains unchanged. However,
assigning all subbands as a PS and restrictingaaéintial interfering neighbors decreases the apati
reuse of subbands for multi-user deployments. K@ample, assume some B& assigned multiple
subbands, say subbands 1 and 2, after applyingdGBOFR. This forbids all its neighbors in the
interference graph from using these subbands wirintects the cell-edge UEs of B&lowever, for cell-
center UEs that do not need protection, B8es not need to restrict its neighbors. So thBS} uses
subband 1 for cell-edge UEs and subband 2 for theaater UEs, then the neighbors of B&e not
blocked for using subband 2. In this way, more amols can be utilized. This gives an indicationcas t
why we need to classify subbands as PSs and SEthis@urpose in eGBDFR, we apply only the first
and third steps of the GB-DFR for assigning PSsditing s, as the number of PS per BS. The rest of
the subbands are assigned as a SS autonomouslgdytiiee procedure of which is explained in the
sequel.

4.4.3.2 Secondary Subband Assignment

Similar to PSs, the samyg, is set for SSs which means a BS can assign a sdldma SS if any of its
served UEs experiences an SINR higher thaaon the given subband. For the SS assignment, geBS
feedback from the central controller (if its PSupated), its neighboring BSs and its served UBseW
the BS receives an updated PS information frontéméral controller, it gives up its assigned S3$8s 15
because, the central controller updates the P§ramsnt without knowing the SS assignment. So, the B
should reassign SSs according to the updated Rhamnt. However, as explained in the previous
subsection, the PS assignment remains the san@nfpar periods of time, which means that the BSsdoe
not need to reset all its assigned subbands fréiguen
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Figure 4-32: Overview of the autonomous assignment 8Ss applied by BR. The arrows are
numbered to indicate the order of the procedures.

For the time slots when the BS does not receiv8 aflate from the central controller, it computes t
SS assignment for the next time slot, based onfabdback received by it from its served UEs and
neighboring BSs in the previous time slot. This prhae is clarified via Figure 4-32 which shows an
overview of the autonomous assignment of SSs appleBS, at the start of a time slotl (assuming
that feedback has been received in time lohccording to the figure, BSacts as a sink for collecting
SINR levels on every subband from its associated (1frsand PS indicators from neighboring BSs,
which is used for signaling the PS informationhte interfering neighbors (2). Depending on the regub
feedback from the time slof BSy updates its subband assignment for the timetstot (3), and from
this allotment of subbands, downlink RBs are alleddo the served UEs (4), and a PS indicator isteen
the corresponding interfering BSs (5). The samequare is followed by all BSs in the network. All
subband selection processes are explained in lfbevflog subsections.

1) Set of Available Subbands for TransmissionA BS needs to use a metric to choose the most
efficient subband in terms of a desired performaagterion. For this purpose, a metric termed as
subband availabilityis introduced. The availability of a subband irdés how many UEs experience an
SINR higher tharyy, on that subband in a given cell. However, if aB&eives a PS indicator from its
neighbor(s), the given BS cannot use that subbBmetefore, in this case, the availability of thélsand
becomes 0 independent of the SINR levels repogddHs. The calculation of the availability of subbla
sin BS is as

Y Nys =y if s is not blocked

Agp =1 (4.6)
0 if s is blocked

whereq is a conditional binary function whose output isf its argument holds true and 0 otherwise.
Here,¥: is the SINR at subband s measured by, &MU, is the set of all UEs served by BS

2) Assignment of Idle SubbandsSince the SS assignment is determined by a BSilmsEE feedback,
which inherently induces latency, it is possiblattmultiple BSs access the same subband givingaise
destructive interference. The occurrence of sudedasubband assignments decreases as BSs learn the
nature of their environment and the network reaghetable point where BSs no longer need to update
their subband assignments. Moreover, frequent @mimsubband assignments creates a cascading effec
whereby neighboring BSs are to update their sublsahekction, which increases the time required to
reach a stable resource assignment. Thereforentwaeliice a modifieg-persistent slot allocation in SS
assignment. Irp-persistent slot allocation policy [106], when aachel is sensed idle by a transmitter,
meaning no other transmitters send any packetranemitter sends the packet with a probabilitp.ah

a similar manner, in eGB-DFR, an idle subband map$signed with a certain probability depending on
the subband’s availability. For a given subbandf a UE reports an SINR higher thap, then BSg
assignss with a probability ofp. If multiple UEs experience an SINR higher thgap which means
availability of s, Agp, is greater than 1, then B&pplies thep-persistent protocol & times. The
probability of the assigningby BS, for the next time slat+1 can be formulated as:

Pyt +]) =1- (- p) PepE+1) = 1 - (1 —p) e 4.7)
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A BS updates its subband assignment only if thégiidity condition in (4.7) holds, so that simuléaus
assignment of the same subband by interfering BSerbes less likely. The subband selection therefore
converges quicker to a stable state. In (4.7)s ibbvious that the probability of assigning a suitba
increases as subband’s availability increases. fekiars the selection of a subband that can beathal

to more users with high SINRs.

3) SS Selection Algorithm:The idea of using SSs is to allocate more resouccesll-center UEs as has
already been mentioned. Therefore, a BS searchessititwands on which cell-center UEs experience high
SINR. This gives a BS the freedom to use more suddbfor UEs facing less interference. However, the
assigned subband should not interfere with the &fSseighboring BSs. The SS selection algorithm
applied by Bg for time slott+1 is given in Algorithm 4-1, where S$(is the set of SSs used in the
previous time slot, PSis the primary subband assigned by the centratrader andS is the set of all
subbands.

1: Calculate the availability of all subbands

2:S\{SS{t) UPT ¢S’

3:SSE) \{sE SSf) | A,p=0} < SSf+1)
4:fori=1-|S|do

5 s=S'(i)

6 if Agp>0then

7 with a prob. of Bft + 1) : addsto SS{ + 1)
8 end if

9: end for

Algorithm 4-1: SS Selection

The SS selection algorithm first calculates the labdity of all subbands using Algorithm 4.1.
Additionally, before selecting any SS, the BS didsahe subbands having zero availability from $i&
set, SS(+ 1), because either these subbands are banned beitifdboring BSs via a PS indicator or all
UEs in the cell experience SINRs lower tlygyover these subbands. Therefore, such subbandstdamno
used for the next time slotl. Then, in the set of subbands which are not asdigaea PS or S§, the
subbands having an availability higher than 0 asiganed as a SS with a probability that is caledlat
using (4.7)

4.4.4 Simulation Setup

The simulated scenario consists of a single ong-staitding, modeled by a 5x5 grid, according to FGP
specifications [113]. The 5x5 grid represents aasgbuilding consisting of 25 regularly arranged
square-shaped apartments. Every apartment hosista BS with a certain activation probability. If an
apartment contains an active femto BS, it servesrtain number of UEs which are randomly distributed
within the confines of the apartment. Full-buffeartsmission is assumed such that every BS asdligns a
available resources from all available subbandsthiir served UEs. For the sake of simplicity,
interference from the macrocell network is negldctghich may be accomplished by allocating différen
frequency bands to macro and femto BSs. The systeamgters summarized in Table 4-5 are based on
LTE specifications [113].

Table 4-5: Simulation Parameters

Parameter Value
System bandwidth 20 MHz
Number of Subbands 4
Min. Sep. between UE and BS 20 cm
BS Antenna Gain 0 dBi
Antenna Pattern (Horizontal) A(0) = 0 dB (omnidirectional)
Interior Path Loss L=127 + 30lgg [km] whered is the
distance between UE and BS
Shadowing Std. Dev. 10 dB
Max BS Tx power 10 dBm
Thermal Noise Density n=-174 dBm/Hz
UE Noise Figure 9dB
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Apartment Dimensions 10m x 10m
Number of UEs per Femto BS 4

Femto BS Activation Prob. 0.2

SINR Threshold vin =5 dB
Prob.pin (4.7) 0.25

For throughput calculations, the attenuated anacated Shannon bound is applied, which approximates
the spectral efficiency of appropriately selectendmation and coding schemes subject to the acthieve
SINR. Detailed information on throughput calculasocan be found in [101]. As a final remark, each
snapshot of the simulator lasts for 10 time sIbtsting the snapshot, positions and shadowing vabfies
BSs and UEs are assumed to remain unchanged.sTit@asonable since indoors, the mobility of users i
not as high as would be the case for outdoors.stdtestics, such as SINR and capacity, are cakxlat

the end of the 10time slot,i.e., when a stable resource allocation is achieved.

4.4.5 Results

The performance of eGB-DFR is compared to FFR andDGR. We use two FFR schemes: FFR 1/4 and
FFR 2/4 where each BS is centrally assigned onetandsubbands out of four available subbands
respectively. For eGB-DFR, the number of PS peisBt as 1.
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Figure 4-33: CDF of SINR

Figure 4-33 shows the cumulative distribution fimet{CDF) of the achieved SINR. With eGB-DFR and
GB-DFR, nearly all UEs achieve an SINR exceeding5 dB. It is seen that the best SINR performance
is achieved by the system where each femto BSusdg one out of four available subbands.
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Figure 4-34: CDF of User Capacity
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Figure 4-34 compares the CDFs of user capacitheffour methods. Due to the truncated Shannon
bound, spectral efficiencies saturate at the SINRIb dB which is the maximum SINR value that can
be used by the available modulation and codingreelse Additionally, the value at which the satunatio
occurs depends on the number of resources avafiabidlocation. As a result, despite the encourggi
SINR performance exhibited by the system emplofR& 1/4, the capacity saturates at a mere 5.5Mbps,
implying that a high proportion of resources remaiused. While the saturation capacity of FFR 4/4 i
doubled with FFR 2/4, occasionally idle resourcesain unused. Moreover, the cell-edge user
throughput (given by the low percentiles of therusapacity CDF) substantially degrades. eGB-DFR,
like the FFR 1/4 system shows very good cell-edgrfopmance (at the low capacity regime), but also
shows very promising cell-center performance athildq capacity regime. These improvements come at
a loss of capacity approximately between th® 80d 68' percentiles compared to FFR 2/4. However,
this loss is compensated by the cell-edge impromsnand increase in capacity beyond thd' 80
percentile. Figure 4-34 also shows the superiaitgGB-DFR over GB-DFR at high capacity regions.
Since SSs are not blocked, more subbands areedtiiith eGB-DFR, and hence, cell-center UEs can be
allocated more resources.

Table 4-6: Performances of the Compared Methods

Method Cell-edge Cap. Average Cell Cap.
FFR 1/4 1.57 Mbps 19.82 Mbps
FFR 2/4 0.35 Mbps 30.23 Mbps
GB-DFR 1.90 Mbps 27.15 Mbps
eGB-DFR 1.96 Mbps 35.17 Mbps

The improvements in overall performance are sumrmadria Table 4-6, which compares the cell-edge
capacity (defined as the 5% of the CDF of user cifpaand the average cell capacity. The results
demonstrate that eGB-DFR significantly outperforFiSR and GB-DFR in terms of cell-edge and
average cell capacity. Therefore, eGB-DFR boostsedgle capacity without compromising the system
capacity.

4.4.6 Conclusion

The main contribution of this work is to assign m@ses in unplanned wireless networks that are
characterized by varying interference conditiortse proposed eGB-DFR method takes the advantages of
both central and autonomous resource assignmemaqes. By assigning the PSs centrally, the system
reaches a stable resource assignment in a shoet &ind the cell-edge UEs are well-protected.
Additionally, by assigning SSs autonomously, a B&gnore flexibility in choosing subbands available
for transmission which increases the utilizationsabbands. Simulation results demonstrate that eGB-
DFR attains a significant improvement for both -@lhe as well as system capacities, compared to
conventional centralized frequency reuse methodd @B-DFR. As the method relies on the
measurements of UEs, it is able to dynamically adaphe interference conditions faced in random
deployments, thus balancing high spatial reuseubbands with interference protection for cell-edge
users. Furthermore, the method has less signalmeghead as existing LTE signaling procedures are
used. Finally, it is worth mentioning that the useeGB-DFR is not limited to the frequency-domam a
shown in this paper, but can be used with any atberain such as the time- or code-domains.

4.5 Ghost Femtocells

The goal of this method is to achieve effective spéceuse between macrocells and femtocells while
guaranteeing the QoS of users served by both madofemto base stations. We propose a novel
resource management scheme that limits the oviatafference per RB generated outside the coverage
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range of a femtocell while reducing the transmisgiower in each Resource Block (RB). This method
does not involve any message exchange between Rewhtblacro BSs.

4.5.1 System Model

We concentrate on femto-to-femto and femto-to-mdaterference in LTE downlink scenarios. We
consider a mobile wireless cellular network in whimobile terminals and base stations implement an
OFDMA air interface based on 3GPP/LTE downlink speatfons [114]. OFDM symbols are organized
into a number of physical RBs consisting of 12 @mprdus sub-carriers for 7 consecutive OFDM
symbols. With a bandwidth of 10 MHz, 50 RBs areilabde for data transmission. Each user is allocated
one or several RBs in two consecutive slots, ile2, Time Transmission Interval (TTI) is equal to two
slots and its duration is 1 ms.

We assume that femtocells are deployed accorditiget8GPP grid urban deployment model [115]. This
model represents a single floor building with 1&mh0 m apartments placed next to each other ix &5
grid. The block of apartments belongs to the sanggomeof a macrocell. Each femto BS can
simultaneously serve up to 4 users. To consideralistic case in which some apartments do not have
femtocells, we use a system parametgrcalled a deployment ratio that indicates the pesge of

apartments with a femtocell. Furthermore, the 3@RRlel includegw,, another parameter called an

activation ratio defined as the percentage of adntocells. If a femtocell is active, it will tramit with
a certain power over data channels. Otherwiseilitransmit over the control channel.

Information Theoretic Limits in Non-Ergodic Block F ading Channels

We can characterize many delay-constrained commtioic systems such as OFDM systems as
instances of a block fading channel. Since the nmbang instance of the wireless channel has a finite
number of states, the channel is non-ergodic aadnitits a null Shannon capacity [116]. The inforomati
theoretical limit is established by defining aname probabilityR,,; defined as the probability that the

instantaneous mutual information for a given fadinstance is smaller than the spectral efficiefcy
associated with the transmitted packet:

Pt =R ((y,a)<R), (4.8)

where | ¢ g )is a random variable representing the instantasemutual information for a given fading
instancea and y is the instantaneous Signal to Noise plus Interfee Ratio (SINR). For an infinitely
large block lengthR,, is the lowest error probability that can be achiwy a channel encoder and
decoder pair. Therefore, when an outage occurs;ditect packet decoding is not possible, heRggis
information theoretical bound on the packet enate.To obtainP,, it is necessary to computey ¢ , )

associated with the current channel measuremen¢aoh group of RBs (M OFDM symbols x N
subcarriers):

__1 ¥y 2 2
) =g E50 (ol 0 “9)
2 o) _ 1A A
where l (|a'i’k| , Oy )—Iogz(A)—KZEZ log,| A g (4.10)
k=1 q=1
2 2
O'i-a +Z_ai'a -
and Aq'j'k’q=exq—| )k 20; q| i ] (4.11)

Note that Eq. (4.10)is derived from the work of Ungerboeck [117], wiés is the size of the M-QAM
modulation alphabeg is the real or complex discrete signal transmittector,z are the Gaussian noise

samples with variancer? and E denotes expectation w.rz.
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4.5.2 Ghost Femtocells: the Proposed Resource Allocatigkigorithm

In our vision, femtocells should be invisible imrtes of interference generated to neighbour cellusars.
Nevertheless, femtocells deployment presents a whgllenging issue: while femto BSs power
consumption andhterference rangeshould besmall the coverage ranget which UEs can meet their
QoS constraints should terge. Based on this observation, we propose a novel RRjgrithm designed

to strongly lower femto BSs downlink transmissioowgr. In our proposal, we take advantage of the
unusual communication context of femtocells for ethiocally few UEs compete for a large amount of
resources. We come out with a 9 step RRM algorittiva Ghost Femtocell§ RRMy,.;) that reduces

transmission energy by using available frequenspueces. The detailed description of the proposed
algorithm is as follows:

Step 1: [Classification of Interferers] Femto UEs overhear the broadcast channel (BCH)eatichate
which neighbour femto BSs are currenglyong interferers. An interferer istrong if its sensed power
level is larger than a predefined threshold.

Step 2: [Feedback to femto BS]JFemto UE feedbacks to the femto BS its QoS conssiathe
momentary Channel State Indicator (CSI) measuresnant the cell-IDs of the femto BSs perceived as
stronginterferers.

Step 3: [Feedback to Control Unit]Each femto BS within the femtocell network (i.ee throup of
femtocells placed in a block of apartments) repthis information to the Control Unit (CU). For éac
useri in the network, the CU stores the set of its nigighsV, . The elements of this set are the users that

are served by the femto BS of u$e(nHeNB) and the users that are served by the femto B&satie
indicated as strong interferers by HENB

Step 4: [Computing Scheduling Matrices]According to the CSI measurements and the selected
scheduler algorithm, the CU computes schedulingiosei! for every user on every RE. We assume
that RRMg,.; implements a Proportional Fair based schedulet,ish

. . K
Al = SINR'/ 3 SINR, (4.12)
k=1

where SINR' represents the instantaneous channel conditioth@fRB j observed at user and
YK SINR is the sum of SINRs df RBs that have been already allocated to USBRMy,os; USES the
values of this metric as the entries of the schiegumatrices M ™ and M R®P of dimensions

Nf
>N, xNgg whereN; is the number of active femto BSs in the netwad, is the number of users
k=1

served by the femtocel, and N is the number of available RBs. In a first phasesed orM ™, the
scheduler allocates to each user the minimum nurmb&Bs that meets QoS and power constraints.

Then, in a second phase, the proposed schedultr matrix M R to allocate to the served users
additional available RBs. These two phases areitbescbelow in Steps 5 and 7.

Step 5: [Scheduling]For each user to serve, the CU selects the minimumber of RBs that meets QoS
and power constraints. It schedules in three iterateps:

Step 5-a: The controller selects the best user-availablepRiB(i,j) with the best metric itV ™.
Step 5-b: The overall available power at useserved by the femto BiSis P = PT/Nk , where

P" and N, are the power budget and the number of usersedetnto Bk, respectively. The controller
equally splitsl5i in the set of RBs allotted to us’eIIEEBi . Then, according to I%Bi) and I5I the algorithm
selects the highest possible Modulation and Co8iclieme (N/CS ).

Step 5-c: Then, the controller estimates the sum of the Miuboformationl given by setIAQBi

and IVCS .
» Whenl =Q the selected user-RB pair cannot be served s dbiieduling period so the
values of thé-rows in both M ™ and M R®P are set to zero.
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* Whenl =R, useri is served. The values of tirow in M ™ and M "G, j) are set to

zero and the values of thieow in M R®P are updated according to the scheduler rule (cf.(&E42))
Moreover, M ™ (k, j) and M "¢k ,j ), wherek 0 V., are set to zero.

« If | <Ry, the usei is not served yet. The valuds ™, j) and M R, j) are set to zero

and the values of therows in M " and M ™ are updated according to the scheduler rule (gf. E
(4.12)). MoreoverM ™ K j )and M RePk j ), wherek O V;, are set to zero.

Step 6: [MCS Scaling]Given the set of RBsngi) allocated to each served usgethe algorithm finds
the MCS' of the minimum order that meets the QoS targel @S’ is different from N/CS , the MCS

of useri (MCS) is set equal tdMCS . The goal of this process is threefold. Firstimiproves the

transmission robustness. Second, it reduces thdingathus improving the spectral efficiency. Thiid,
increases the number of possible RBs to repeairtgmal message.

Step 7: [Repetition] The CU allocates unused RBs to repeat the origimedsage and improve the
transmission robustness. Scheduling is done ire titeeative steps:

Step 7-a:The scheduler selects the user-available RB(pithat has the best metric M ReP.
Step 7-b: For each user-available RB péif), the algorithm checks the Mutual Informatibn
given by the entire set of RBs allocated to usand MCS :

* If I <Ry, repetitions would cause outage, hence the valtigse row corresponding to

userl in MR are set to zero.
* Whenl = R, the original message is repeated in the additieBaand M Repi, i) as well

as M Rep k .j ), wherek O V;, are set to zero.

Moreover the values of theow in M R are updated according to the scheduler rule.
Step 7-c:The scheduler process terminates when no moreRB@airs are available.

Step 8: [Power Scaling]The algorithm estimates the SINR perceived at sached user and reduces the
allocated transmission power to meet the SINR tulgsgiven by the target packet error rate (PER) an
the selectedMCS.

Step 9: [Message Receptiorffinally, each user collects the information reediin each of its allotted
RBs and combines these RBs using the Chase comglsoireme [118].

4.5.3 Simulation Results

In this section, we assess the effectiveness optbposed scheme by comparing its performance avith
reference algorithm (RRMssid- In RRM,.ssic there is no coordination within the femtocellwetk so
HeNBs are not aware of the presence and allocatiategy of neighbour HeNBs. Moreover, RRMic
algorithm does not implement MCS and Power scgl8tgps 6 and 8 in RRjMs:algorithm). We present
simulation results for the system model and itsapeaters presented in Section 4.5.1. The results are
averaged over fQruns. At the beginning of each run, we indeperigeggnerate the channel Rayleigh
fading coefficients and randomly place HeNBs andtéeUEs on the deployment grid. Moreover, indoor
M-UEs are randomly distributed in the apartmentemghHeNBs are not deployed. Note that in the
presented simulations, we consider that all degldyeNBs are activepf = 1) with four femto UEs per
HeNB. The block of apartments is located at 250ensefrom the central M-BS.

Figure 4-35 shows the indoor M-UE performance asnibrmalized throughput versus the power budget
P" at each femtocell. In the co-channel femtocellla@pent, indoor MUE performance is limited by
femto-to-macro interference. Some recent researtbduced cooperation within M-BSs and HeNBs in
order to coordinate the access to the radio medindhavoid the cross-tier interference [98]. However
following the 3GPP Release 10 baseline [99], wendb implement this coordination in our system.
Hence, the M-BS scheduler is not aware of the Ripdoéed by the interfering HeNBs. When the M-BS
assigns to an indoor user a RB that is used byighineur HeNB, this M-UE can be exposed to a high
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level of interference. We aim to evaluate the ¢ftéahis interference on M-UE when femtocells tise
reference RRMassicand the proposed RRMs:

To compare these algorithms, we have set the M-U&ugiput target () equal to 600 kbit/s and
considered three different femtocell deploymenhaces:

Scenariod, : low density — pg = 0.3, star marked curves.
Scenariod,: medium density — pg = 0.5, square marked curves.
Scenariody: high density — pa = 0.8, circle marked curves.

Solid and dashed lines, respectively, corresponithécthroughput of RRMssic and RRMpost SChemes.
The results show how RRJMs strongly limits the impact of the femto-to-macmteirference in all
scenarios. For instance, under RRM. and considering a HeNB power budget of 10 mwW, M-UE
achieves 15% of {J in Scenariody, 40% of Ty in Scenariod,, and 53% of §in Scenariod, . Under
RRMghosi M-UE achieves 63%, 78%, and 84% gf, Tespectively. In fact, the M-UE performance under
RRMghostalmost does not depend on the HeNB power buddps. improvement comes from steps 6, 7,
and 8 of the proposed scheme (MCS scaling, Repgtiand Power Scaling) that reduce the level of
interference experienced in each RB by the M-UE.

8o ! ! ! ! ! ! ! !
- vk — e e = e~ = —de k= ke~ = - <k o

P O U PR SN NN DU DORU SO SRS SOPR X
T g-3 -0 9-8-B 0-B-0 - 8-8 -0 4-p -0 O-§— g - REM Sc.0
: : : : : : : : : g

M=LUE Mormalized Throug hput

2 4 6 B 10 12 14 16 18 20
Power budget at each femtocell [mW]

Figure 4-35 Average indoor M-UE normalized throughpu versus power budget at each HeNB in
different femtocell deployment scenarios.

Figure 4-36shows the improvement in femtocell performancesni®RRM;n.: We consider five different
traffic scenarios:

Scenario Traf 1: Femto UE throughput targ@f = 200 kbit/s, circle marked curves.
Scenario Traf 2: Femto UE throughput targ@g = 400 kbit/s, square marked curves.
Scenario Traf 3: Femto UE throughput targ@g = 600 kbit/s, diamond marked curves.
Scenario Traf 4: Femto UE throughput targéf; = 1 Mbit/s, star marked curves.
Scenario Traf 5: Femto UE throughput targé, = 2 LIMbit/s, triangle marked curves.
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Figure 4-36 shows the average Femto UE throughput versus téodell power budgeP’. We
investigate thdemto-to-femtanterferencewhen the HeNBs implement the reference RRM and the
proposed RRM,s: We can observe that RRMs always provides better throughput, but to différen
extent depending on scenario. Under RRM, there is no coordination between neighbours HelNBs
schedulers are not aware of the RBs used by neighdeNBs. Hence, when a femtocell scheduler
assigns to one of its serving user a RB used bgighhour user, both the femto UEs can be exposead to
high level of interference. In Scenarios Traf 1 dndf 2, the probability that neighbour HeNBs all@&cat
the same RBs is fairly small under RRM;. Hence, RRMs results in an improvement. In Scenarios
Traf 3, Traf 4 and Traf 5, theemto-to-femto interferenogrows under the RRMssic Scheme and the
femto UEs performance decrease. On the contraiycémarios Traf 3 and Traf 4 under RRM femto
UEs achieve performance beyond 90%Taog. In Scenarios Traf 5, femto UEs need several RBs to
achieveTy, hence the probability that neighbour HeNBs alleche same RBs is very high so both
RRMghost and RRMassic are far away frony,. This effect comes from some concurrent effectshWi
higherT,, a larger number of RBs and/or a higher ordepetsal efficiency are needed for each user to
meet his/her QoS constraints. This translatestireeiarger interference generated to neighbous ogl
some RBs and/or a need to transmit on the same etuofitRBs, but with a higher spectral efficiency.
Transmission is thus more sensitive to both noiskiaterference generated by close interferers. As a
result, the proposed scheme strongly limits theaichpf thefemto-to-femto interference
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Figure 4-36 Average femto-UE throughput in functionof the power budget at each HeNB in
different traffic scenarios

4.5.4 Conclusions and future work

The future 3GPP/LTE femtocells deployment is expectetiet dense: a large population of potential
interferers will need to share scarce common fraqueesources while few users will locally haveessc

to a large amount of resources. Classical resoalloeation and interference mitigation techniques
cannot address the challenge of limiting interfeeebetween neighbour femtocells and maintaining a
high level of reliability for macro UE communicat@nEven if we have not completely made femtocells
invisible so that the communications in neighbour femtoa#disnot harm any user in the network, we
have obtained some important results. We have wledi®RMn.ss @ novel radio resource management
scheme that efficiently uses the available wirelgssctrum in a two-tier network. It limits the usded
effects of interference by reducing the radiatesvgroP’ required at femtocells to meet target QoS
constraints. We have evaluated the effectivenesheoproposed scheme for different femtocells loads
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and for different dense urban deployment scenabased on the 3GPP/LTE specifications. Our
simulation results show that RRNs: significantly improves communication reliability rfouser
equipment associated with both the macro basestatid femtocells.

4.6 Self-Optimization of Antenna Tilt

The scope of this contribution is focused on Speéifiiciency (SE) enhancement on the access link of
Outdoor Fixed Relay femtocells (OFR) through S@NB antennas tilt.

OFR are different from conventional femtocells adjke femtocells, OFR generally have an over ihe a
inband back haul link called access link, to refay traffic data to and from their donor eNB. Taizess
link requires radio resource partitioning betweka €NB and OFR to avoid mutual interference. Such
additional partitioning of resources is bound tedhaegative impact on the spectrum reuse efficiaricy
the system and hence capacity. Therefore, it is degjrable to optimise the spectral efficiency had t
access link so that less fraction of radio res@ittave to be allocated to OFR access link and more
resources can be used to provide service to userstiack hauling. In this contribution we present a
novel framework and the preliminary results of Sthancement on the access link through SO of eNB
antenna tilts. To the best of our knowledge, tiiscept is novel and the solution presented heasfirst
attempt in this particular direction.

The rest of this section is organized as followsstRwe present system model and assumptions, and th
we present a novel concepttoplet of adjacent sectors to decompose the system vitidgotimization
problem into sub optimal but locally achievableusioin. It is followed by preliminary numerical retsu

to demonstrate the potential of the proposed swiutFinally, pragmatic implementation aspects and
future work of the presented framework are higttigh

4.6.1 System Model and Assumptions

We consider a sectorized multi cellular networkhwitach base station having three sectors and each
sector containing one OFR, as shown in Figure 4-37.

Figure 4-37: System model for problem formulation. all circles show randomly located OFR’s
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Let N denote the set of points corresponding to thestragsion antenna location of all sectors #nd
denote the set of location points (e.g. represgritination of RS) in the system. The geometric Sigma

Interference Ratio i.e. SIR perceived at a localiobeing served b)nth sector can be given a

. prGpaldp )’
> (PmGQ‘a(dlL“)_'g )

OmON\n

mnON, kOK (4.13)

where P is transmission powel is distanced and 3 are pathloss model coefficient and exponent
respectively.G is the antenna gain and for 3GPP and LTE and LTEeAritbe modelled as [143]

2 2
664 A
—mi kil i a
0. /‘v Cmax mm[lz{B] “Amax Mh Crmax mm{l{ Bh “Amax
v

Gl =10 , OnON

(4.14)

where @ and ¢ are vertical and horizontal angles, fromh sector tok™ location. Subscript$), a and
V denote horizontal, azimuth and vertical respebtiv@ubscript denotes the tilt angle of particidactor

antenna as shown in the Figure 4-8.represents beamwidth amtl is weighting factor to weight
horizontal and vertical beam pattern of the antanr8D antenna model [143]. For the sake of sinitglic

we can neglect the maximum attenuation fadqy,, in (4.14).

Without this clamping, antennas will have continsiguncreasing attenuation as a function of angular
distance from their bore site instead of flat ategion after a certain angular distance from bgtasiThe

angular distance beyond which the flat attenuatiocurs is90° in case of a three sector antenna with

70° beam width. Since the clamping factor only playsla in determining antenna attenuation for users
almost behind the antenna, in sectorized deploysnevith hexagonal topology the effect of this

simplification is negligible. Without loss of gemdity we assume maximum gain &dB. Thus by
neglecting clamping effecf, ,, and puttingG,,, =0 in (4.14) it can be simplified as

max

2 2
—1{A [HQ‘Htri}tJ A [!11?-(1)2} J
Y "By
GI =10

We assume that all the base stations transmit théhsame power. This assumption is in line with LTE
where no power control is applied to downlink. Bach a scenario, by using (4.15) in (4.13) the &R

location of K™ user can be determined as

2 2
1. AV[SE—Htﬂt] Mh[‘ﬂ?_"g]
-3 By By
@0 *10

{[% HW”
s | far) 710

OmCN\n|

(4.15)

(4.16)

For the sake of simplicity, we use the followindpstitutions

) N2
o = Bv_"h{u] (4.17)

P B,

A

h" = aldr)” (4.18)
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-1.2,
= (4.19)
BV
Using the substitutions in (4.17)-(4.19), the $iK4.16) can be written as
2
(a0, )+
n h?10
Y 5 (4.20)
y[(ep-eg"q) +cp}
s |hMo
OmON\N

Note that it can be seen thptis function of vector of tilt angles of all secidre. Hn'l\i where N =|N|,
but for the sake of simplicity of expression welwhow this dependency only where necessary.

Given the small sector size, we safely assumeatlsattor at most can have one OFR within it atoand
location.

4.6.2 Problem Formulation

Given the system model and assumption, the proldé¢aoptimize system wide antenna tilts to maximize
the aggregate throughpul at access link of all the OFRlathematically

mgxﬂ(etm ): TNaXDngs log, (1+ y¢ (eti’\llt )) (4.21)

Glilt tilt

where S is set of all points identifying locatiafsall OFR’s in the system.

4.6.3 Design SO solution

The formulation in (4.21) is a complex nonlinearltimariable optimization problem. Even if it coulie
solved easily, its solution would require globabperation among all eNB'’s in the WCS and hence
would not be scalable and agile as explained irodhictory sections, and therefore would lack SO. In
order to achieve a SO solution the complexity @f pnoblem needs to be reduced, such that its soluti
can be executed locally in a distributed mannerr&hare two main reasons of complexity in this

problem; firstly the large scale vector optimizatiover vectoerNt that has as many components as

number of sectors in the system i|& | which prevents scalability. Secondly the mutualiging

between these variables that requires global catiparis another reason of complexity of the proble

In order to disintegrate this complex global problato simpler local problem, we propose to aim for
sub optimal solution as suggested in [8]. By natiag for optimal solution, the tilt optimization rcdoe
done locally. To enable this localisation, we pregthe concept dfiplet. The triplet is a fixed cluster of
three adjacent and hence most interfering sectoshawn in Figure 4-38. In the next section we show
how this concept of triplet can be used to decommas problem and hence make the solution dis&tbut
to achieve SO.
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Figure 4-38: lllustration of the concept of triplet of most interfering sectors. Tilts are organized
within each triplet independently leading to near @timal throughput at access links in distributed
manner.

4.6.4 Solving the Tilt Optimization Problem within a Trip let

Let ¢, denote a vector of tilt angle of sectors wittfirtriplet, now the local optimization problem to be

solved and executed withid triplet is given as

max_ X Iogz(1+ f/s”(eg;t )) (4.22)
gl 09S

tilt
wheres, is the set of locations of the three OFR witHfrtriplet. The symbol » shows that SIR here is
approximate SIR as it considers interference from tivo most interring adjacent sectors only. It is
because of this approximation that it can be wrids function of tilts within the triplet only. Tenable
SO of tilts within in each triplet the optimizatioproblem in (4.2Zrreur! Source du renvoi
introuvable. need to be solved. Below we present a solutiorhoggtiogy for solving the problem in
(4.22Erreur ! Source du renvoi introuvable..

If C is the total achievable throughput in a givieiplet (subscripti is dropped for simplicity of
expression), then

C= Iogz(1+ f/ll)+ Iogz(1+ ;722)+ Iogz(1+ ;733) (4.23)
where postscripts denote sector number and subsclgmote OFR within a triplet, as shown in Figure
4-38. By substituting (4.20) in (4.23) we get

mo—l@[(ﬁf—% fed|

2 2
g ] AT

C=log,| 1+
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(4.24)
in order to maximize C as function of tilt anglebe optimization problem can be written as
max C(etlilt G, G ) (4.25)
i it Gt
tilt » iilt » Mtilt 2 .
10.8

=
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Figure 4-39: Aggregate throughput C plotted for thethree access links in a triplet of
sectors as function of tilt angles of the two seat®in the triplet. Tilt angle of third sector is fixed at
13 degree for ease of plotting. Though there is a @eglobal optimum it can be seen that C is not a

convex function.
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Figure 4-39 plotsC versusé{il,t and Htﬁt for fixed value of@tﬁt . It can be seen that C is not a convex

function of @ but it has a clear global optimum. Since the nundfeoptimization parameters is only
three and their range is also limited Oe< @ <90, the solution of (4.25) can be easily determinsidg
non linear optimization techniques that can taeklen convex optimization objective. Since degrdes
optimization variables higher than 2 are involved the optimization function, we solve it using
sequential quadratic programming (SQP). For saksaoity, we drop the subscript ‘tilt’. Instead wee
subscript to present the association with a sdotdine triplet. Then the problem can be writtenhe t
standard form as

min - c(e) (4.27)

subject to:
gj(6)<0 ,j=1,23 (4.28)

where0=[6,,6,,6;] andg;(6) =6, —g. The Lagrangian of above problem can be written as

L(6,n)=c(6)-2"g (4.29)
L(0.2)=C(0)- .4, (6, -2) (4.30)
j=1 2

If I:I denotes the approximate of the Hessian mdttixthen we can define quadratic subproblem to be
solved at rth iteration of SQP as follows

min  ~w AL0.%)),w+0C(E), w (4.31)
wr? 2
subject to:

7l .
w6 -2 <0 =123 (4.32)

where Hessian is given as
o2L 9L 92 |
%L 0L oA
HL)=|06,6, 262 06,6 (4.33)
°%L oL oL
060;0, 0056, 062

|

Below we briefly describe the three mai_n stepsnabkesolve the above problem through SQP:

1. Updating H: At each iteration the value dfl is updated using the Broyden-Fletcher-Goldfarb-
Shanno (BFGS) approximation method i.e.

T AT AT X
~ - +brbr _HiaaH,

A=+ on - m ot (4.34)
where
a, =0,,,-90, (4.35)
~ 3 3
b, —(Dc(ﬁ)(rﬂ) - J_Z:l/‘ngj’(Hl)j_(Dc(e)(r) - jZ:lAngjv(r)j (4.36)

2. Solution of Quadratic subproblem: Once the Hessian is known the problem.The quadrati
programming problem can be solved using standarthads. We use gradient projection method as
described in [144].

3. Line search and Merit function: The solution of quadratic subproblem in e iteration of SQP
algorithm returns the vectaw, that provides the locus for the next iteratiorfici®ws

0r+l:(')r taw, (4-37)
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where @ is set such that sufficient decrease in the mianiction is achieved. We use the merit function
defined in [145] i.e. given as

3
w©)=CO+ 1y, max{0,9, (6)) (4.38)
where [/ is a penalty parameter which we set as recommeindéd5] i.e.
Hio* A |
Him = Hijes = max{/]i % } j=123 (4.39)
J

Through the above steps of SQP, the problem in Y£&5 be solved within each triplet independerdly t
determine the optimal tilt angle to be adapted miathtained by each triplet for given locations dfrRO
within that triplet.

The execution of this solution in each triplet ire W CS independently, results in achievement of the
system-wide objective in (4.21), approximately. \6&dl this framework TO-BSOF (Tilt Optimization
through bio-mimetic SO Framework), as the basiaidé decomposing global objective into local
objective is inspired from SO systems in naturendmt section we present preliminary numerical lissu
to demonstrate the potential of TO-BSOF.

4.6.5 Numerical Results

A full scale evaluation of TO-BSOF requires mubilcsystem level simulator with OFR and macro cell
overlay modelling capabilities. Development of sugimulator is a work in progress. Nevertheless, in
order to assess the potential gain TO-BSOF can yielmerical results for two different set of looat

of OFRs in triplet are obtained, as shown in Figl#0.
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Figure 4-40: Average spectral efficiency per link ad the Jain’s fairness index among the access
links within a triplet are plotted as function of tilt angle of two sectors while third is fixed at 13
degree.

It can be seen that depending on the location dR©QFR gain in spectral efficiency from 1bps/Hz to
2bps/Hz can be achieved on average within eacletirignd hence system wide, through TO-BSOF. To
investigate the impact of TO-BSOF on fairness,’ddtairness Index (JFI) is also plotted. It is retding

to note that optimal tilt angle for maximum faireemmong access links throughput are different than
optimal tilt for maximum spectral efficiency. Nettegless it is anticipated that fairness among aces
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is not an important performance objective as losgsignificant gain in spectral efficiency can be
achieved. TO-BSOF seems promising in this regaadyelver a thorough investigation is required to
evaluate system level performance gain and impaatacro cell users. These issues are the scope of
future work and are discussed in details in nestige that concludes this contribution.

4.6.6 Practical Implementation of TO-BSOF

TO-BSOF is implementable in a distributed and sajfaaizing manner and performance close to optimal
can be achieved. The main advantage of TO-BSORaisit does not have heavy signalling overheads
associated with it. A negligible amount of signadliamong the sectors within triplet is required to
determine the location of OFRs. This signalling bandone through X2 interface and needs to be done
only when location of OFR is changed.

Although the globally optimal performance is nahad for by TO-BSOF, however it is just like what is
observed in nature, where no SO aims for perfemiymal objective e.g. common cranes never fly in
perfect V shape, but even maintaining a near V-8liagreases their flight efficiency significantti4p].
Furthermore, as postulated in [8] one of the fowimparadigms for designing self-organization into
system is that, for perfect self-organization pefrfebjectives should not be aimed for. So herestiig
organizing nature of the proposed solution is ptideit at cost of sub-optimal global objective.

Another advantage of TO-BSOF that makes it pragnisticat because of its highly localised natuiis it
very agile as it has no intrinsic delays causedekgessive global signalling or complex coordination
Therefore, TO-BSOF can be implemented in an onlinen@ausing event-based triggering mechanisms.
The execution of TO-BSOF can also be periodic iroffine manner. Such off-line execution will not
require real time position information of OFR |doas, rather it can rely on off-line informatiom tase

of periodic execution the time period of re-exegntcan range from minutes to months and can be set
based on the statistics of the long term variatafriecation of OFR in the area of interest.

4.6.7 Implications of TO-BSOF and Future work

While performance gain of TO-BSOF is promising @sdpractical implementation is simple and very
little demanding in terms of hardware and softwareyumber of issues need to be addressed before
practical realisation of this work. These issuestae scope of ongoing and future work and ardlyrie
listed here.

1. TO-BSOF is based on the assumption that each smmttains one OFR. In real WCS, there can
be scenarios where some sectors do not have OBIR ht this case concept of triplet will not
work. A solution with consideration of such heterngous scenario is being investigated in
ongoing work.

2. TO-BSOF at the moment does not consider impact aerarsectors users, that impact need to
be considered and minimised. It can be done bydiey an appropriate constraint in the
problem formulation reflecting the interest of n@masers. This issue is the focus of our work in
progress

3. System level performance evaluation of TO-BSOF mmproved version of TO-BSOF with
point 1 and 2 taken care of is the scope of theéutvork based on this contribution.

5. SON for Radio Resource Management

This section only contains the innovative contribatiof docition. In subsequent deliverables, the
remaining technical contributions will be presenitedreater depth.

5.1 Docition

In this activity, we focus on optimizing the selganizing approach introduced in D4.1 to target
coexistence in terms of downlink interference fréemto-to-macro user and femto-to-femtouser. The
approach that we propose is based on reinforceleamting. This algorithm is capable of finding opdil
solutions in dynamic scenarios characterized by onk decision maker. In a wireless scenario, tie o
decision maker scheme could be applied in traditia@ellular networks where a node like the Radio
Network Controller (RNC) is in charge of making tbéans that affect a whole area.
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Reinforcement Learning does not require environnientalels and allows nodes to take actions while
they learn. Among RL techniques, Q-learning [42] basn especially well studied, and possesses a firm
foundation in the theory of Markov decision proessgMDPSs). Q-learning can still be applied to the
distributed femtocell setting, in the form of trealled decentralized Q-learning. Here, each hea®s
independently from the other nodes, which are aedutm be part of the surrounding environment. This
paradigm, known as independent learning, has bessepted in D4.1.

However, when multiple decision makers intervenettia scenario, the environment is no longer
stationary, since it consists of other agents wie similarly adapting. This may generate oscillating
behaviours that not always reach equilibrium arat #re not yet fully understood, even by machine
learning experts. The dynamics of learning may theitong and complex in terms of required operation
and memory, with complexity increasing with an egasing observation space. A possible solution to
mitigate this problem to speed up the learning @secto create rules for unseen situations, andate

the learning process more agile, is to facilitageest knowledge exchange among learners [73][74].

Even as cognition and learning have received coraditie attention from various communities in thetpas
the process of knowledge transfer, i.e., teachimgr dhe wireless medium has received fairly little
attention to date. We thus aim at introducing is thternal report an emerging framework for fenefts;
referred to as docition, from “docere” = “to teadh”Latin, which relates to nodes teaching otheresod
The femto BSs are not (only) supposed to teach esults, but rather elements of the methods ofrggtti
there. This concept perfectly fits a femtocell natwscenario, where a femtocell is active only whtem
users are at home. When a femto BS is switchedéhstead of starting a very energy expensive context
awareness phase to sense the spectrum and legrofier radio resource management (RRM) policy, it
can take advantage of the decision policies Idaynthe neighbour femtocells, which have been active
during a longer time. This novel paradigm for fereltscwill be shown to capitalize on the advantages
but, most importantly, mitigate major parts of ttieawbacks of purely self-organized and cognitive
schemes, thus increasing their precision and acguanad thereby speeding up the learning process.

5.1.1 Independent Learning

The distributed femtocell scenario can be mathemftilormulated by means of a stochastic game
defined by the quint-tupleN, S, A, P, R}, where:

« N is the set of agents, i.e., the femto BSs, indelxe, - - - n;

e S={s;, % - ,§Iisthe set of possible states;
e Ais the action space defined by the produst{a,, - - - , g is the set of actions available to the
i femto BS;

« Pis a probabilistic transition function, definintget probability of migrating from one state to
another provided the execution of a certain joatios;
* Cis the cost function.

To achieve coexistence in terms of interference thiehmacro system, the objective of the N femto BSs
is to distributively learn a joint optimal policy tachieve the common objective of maintaining the
aggregated interference at the macro users bekbmeshold. Known as multi-agent learning problem, i
can be solved by means of distributed RL approaetiesn the probabilistic transition function canhet
deduced.

There exist several RL algorithms and for our paldicgproblem, we consider the decentralized Q-
learning algorithm. However, in this field many plems still remain open. The main challenge is how t
ensure that individual decisions of the nodes tesybintly optimal decisions for the group, camsiing
that the standard convergence proof for Q-learmiogs not hold in this case as the transition model
depends on the unknown policy of the other learfémgto BSs.

In principle, it is possible to treat the femtoceltwork as a centralized one, where each node has
complete information about the other nodes andntedhe optimal joint policy using standard RL
techniques. However, both the state and actionespacale exponentially with the number of nodes,
rendering this approach infeasible for most prolslenot to mention the signalling burden that thésula
generate over the backhaul network. Alternativelg, can let each node learn its policy independént o
the other nodes, but then the transition model wdp®n the policy of the other learning nodes, Wwhic
may result in oscillatory behaviours and in slowesh of convergence to prior set targets.
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This paradigm of independent learning works by diyedistributing the intelligence of the Q-learning
algorithm, designed for single agent systems,nauli-agent setting.

Decentralized Q-learning works by letting each BSi estimate its own Q-function, whose values, the
Q-valuesQ(s, @, for each state-action pair are uploaded in aletarhe valueQ(s, @ is defined to

be the expected discounted sum of future cost médaby taking action &l A from states || S and
following an optimal policy thereafter.

Once these values have been learned, the optiriah diom any state is the one with the lowest Q:ga
After being initialized to arbitrary numbers, Q-wrab are estimated on the run, on the basis of iexper
In the following we describe the algorithm in maoletails:

The agent¥ senses the statg's s € S.
« Based on, agent selects an action"& a€A.
e As aresult, the environment makes a transitighéonew states;" = v € S.

« The transition to the state generates a cost'c= ¢ € R, for agent.

* The costlh) is fed back to the agent and the processpsated.

The objective of each agent is to find an optimaicyosr (s) for eachs, to minimize some cumulative

measure of the cost'c= c(s, a) received over time. For each agemd learning processwe define an
evaluation function, denoted by'(®, a), as the expected total discount cost ovénfanite time. To
simplify the notation, in the following we refer @'(s, a) as Q(s, a):

Qs 9= E{Z v sl Y] s= JL 5.1)

where 0< <1 is a discount factor. If the selected action atime t following the policy 77(s)
corresponds to the optimal poligy (s), the Q-function is minimized with respect to the

current state. LePSVV(a) be the transition probability from stateo statev, when actiora is executed.
Then, the above equation can be expressed as:

Qsa=E{dsd+y> P(2Q vy (5.2)

vas
where E{c(s, @} denotes the expected value efs, @) . The above equation indicates that the Q-

function of the current state-action pair, for eagfenti and learning process can be represented in
terms of the expected immediate cost of the custate-action pair and the Q-function of the neates

action pairs. The task of Q-learning is to deteeran optimal stationary policyr (S) without knowing
E{c(s, a)} and P, (@) , which makes it well suited for learning a powkoeation policy in a femtocell

systems. The principle of Bellman’s optimality agsuthat, for single agent environments, there is at
least one optimal stationary policy (s) which is such that:
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In multi-agent settings, where each agent leardsgandently from the other agents, we approxiniage t
other agents as part of the environment, and Wiecsti apply Bellman’s criterion. In this case, the
convergence to optimality proof does not hold #{rjcout such an independent learning approach has
been shown to correctly converge in multiple aggians [53]. Applying Bellman'’s criterion [42], §t

we have to find an intermediate minimal @(s, @ , denoted byQ' (s &, where the intermediate
evaluation function for every possible next statBea pair (v, b) is minimized, and the optimaliantis
performed with respect to each next stat@v(s, ) is:

Q(sg=H s y+y2 R( pmin vk (5.4)

This allows us to determine the optimal act&dnwith respect to the current statdn other words, we
can determing (s). Therefore,Q’ (s, é) = is minimal, and can be expressed as:

Q(sd)=minQ(s3 (5.5)
As a result, the Q-valu€(s, a) represents the expected discounted cost for execatition a at state s

and then following policysr thereafter. The Q-learning process tries to f(@*c(s, ain a recursive

manner using available informatios, (a, v, §, wheres and v are the states at timeandt + 1,
respectively; anda and ¢ are the action taken at tinteand the immediate reward due #oat s,
respectively. The Q-learning rule to update thegues relative to agentind learning processs:

Q(sa - s ;)+a[ G-yrr;in Qvp Q s)% (5.6)
wherea is the learning rate. For more details about Rl @Aearning the reader is referred to [49].

5.1.2 Docitive Femtocells

Some early contributions in machine learning litera [73][74] suggest that the performance of atimul
agent learning can be improved by using cooperatinong learners in a variety of ways. In our sdenar
for example, a femto BS which has recently beencted on can advantageously exchange information
via a (backhaul) network, through a X2 interfacéween femtos, with other expert femto BSs in the
neighbourhood, the so-called docitive femtocellse Blgents select the most appropriate femto BS from
which to learn, based on the level of expertnesktha similiarity of the impact that their actiomay
have on the environment, which is captured by aigra introduced in the next section. The rationale
behind the definition of this gradient is that neddould learn from nodes in similar situationg,,ea
femto BS which is located close to a macro usewlshéearn the policies acquired by a femto BS
operating under similar conditions. Depending andbgree of docition among nodes, we considerisn th
section the following cases:

« Startup Docition Docitive femto BSs teach their policies to anywoemers joining the network.

In this case, each node learns independently; hemv@hen a new femtocell joins the network,
instead of learning from scratch how to act insherounding environment, it learns the policies
already acquired by more expert neighbours. Pgliaie shared by Q-table exchanges between
femto BSs with similar gradients.

« 1Q-Driven Docition Docitive radios periodically share part of thpolicies with less expert
nodes with a similar gradient, based on the rdiighof their expert knowledge. More expert
nodes share their expert knowledge periodically, éxchanging rows of the Q-table,
corresponding to states that have been previousigd.

The degree of cooperation, and thus the overheaphments with an increasing degree of docition. The
optimum operating point hence depends on the syatehitecture, performance requirements, etc.

5.1.3 Simulation Scenario

The scenario considered to validate the proposedoapp is based on 3GPP TSG (Technical
Specification Group) RAN (Radio Access Network) W@ orking Group 4) simulation assumptions
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and parameters [113]. It is deployed in an urbaa,aand it works at 1850 MHz. We consider L = 1
macrocells with radius j = 500 m and F = 1 blocks of apartments, randormabated inside the
macrocell coverage area, as it is shown in Figtte 5

Figure 5-1: Femtocell system layout

Each block of apartments has two stripes, sepatated10 m wide street, as it is represented inréigu
5-1. Each stripe has 2 rows of B = 10 apartmensizefof 10 x 10 m. The total block size is 10 (B)#x2

70 m. We introduce an occupation ratio which caryyeom 0 to 1 and determines whether inside an
apartment there is a femtocell or not. We set plaisameter to 0.5. Femtocells switch on randomly and
then start their learning process. Each femtocaliges service to its C = 2 associated femto users,
which are randomly located inside the femtocelbaidacro users are also located randomly inside the
femtocell block. We consider that macro users lways outdoors and femto users are always indoors.

We consider the macro and femto systems to be aséd E; therefore, the frequency band is divided
into resource blocks (RBs) of width 180 kHz in fhequency domain and 0.5 ms in the time domain.
Those RBs are composed of 12 sub-carriers with ahwofl Af = 15 kHz and 7 OFDM (orthogonal
frequency division multiplexing) symbols. For simtibns we consider 6 resource blocks, which
correspond to an LTE implementation with a channatbadth of BW = 1.4 MHz. The antenna patterns
for macro BS, femto BS and macro/femto users aneidinectional, with 18 dBi, O dBi and 0 dBi antenna
gains, respectively. The shadowing standard deviat 8 dB and 4 dB, for macro and femto systems,
respectively. The macro and femto BS noise figames5 dB and 8 dB, respectively. The transmission
power of the macro BS is 46 dBm, whereas the faB8@djusts its power through the learning scheme,
with a maximum value of 10 dBm.

The considered pathloss (PL) models are for urbanasices and are summarized in [113]. We also
consider the 3GPP implementation of frequency-sgkedading model specified in [46] (urban macro
settings) for macro BS to user propagation, antbekifading model with coherence bandwidth 750 kHz
for indoor propagation.

5.1.4 Results and discussions

The state, actions and cost of the decentralizeea@iing algorithm are defined as follows:
« State At timet for femtocelli and RBr the state is defined as:

s={I,Pow} (5.7)
where || specifies the level of aggregated interference igaee by the femtocell system. The

set of possible values is based on:
0if SINR< SINR, -2 dB

I, =<1 if SINR, —2dB< SINR< SINR+2 d (5.8)
2 otherwise
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Where SINRis the instantaneous SINR measured at the maemfasRBr and SINRy, = 20
dB represents the maximum value of SINR that capdveeived by the macro users.

Pow =Zj {d denotes the total transmission power by the fenlitdde all RBs at time.
The set of possible values is based on:

0if Pow < Pow, —6dB
Pow =11 if Pow, -6dB< Pow< Pow (5.9)
2 otherwise

where Pow;, = 10 dBm is the maximum transmission power thanato BS can transmit.

< Actiont The set of possible actions are the60 power levels that femto BS can assign torRB
Those power levels range from —80 to 10 dBm effectiadiated power (ERP), with 1 dBm
granularity from 10 dBm to —40 dBm and 4 dBm granity from —40 dBm to —80 dBm.

« Cost The cost ¢ assesses the immediate return incurred due tastignment of actioain
state s. The considered cost function is:

K if Pow > Po
c :{ W n (5.10)

(SINR- SINR)’

where K = 500. The rational behind this cost fumttis that the total transmission power of each
femtocell does not exceed the allowed Rpwnd the SINR at the macro user is below the
selected threshold SINR

With respect to the Q-learning algorithm, the l@agrrate iso. = 0.5 and a discount factgr= 0.9. Also,
we introduce a probability = 0.05 of visiting random states in the first haflthe Q-learning iterations.

r=re SINR — SINR,;
"od-gdn

represent the actions taken for RBand timet andt — 1 respectively, andSINR and SINR,, ,
represents the SINR at the macro user inr RBtimet andt-1, respectively.

The gradient(]; for femtocelli is defined as:d} =)’ , wherea' and a™

In the following, we compare the performance ofntlependent learning; 2) startup docition; and@) |
driven docition. Figure 5-2 shows performanceseimis of precision, i.e., oscillations around thgea
SINR. In particular, it represents the complemagntarmulative distribution function (CCDF) of the
variance of the average SINR at the control poiitth wespect to the set target of SINR 20 dB. It can
be observed that due to the distribution of injelfice among interactive learners the docition I&tabi
the oscillations by reducing the variance of theFSwith respect to the specified target. More el

at a target outage of 1 %, we observe that therigem docition outperforms the startup docition dy
factor of two, and the independent learning algonitby at about an order of magnitude. Figure 5-3
shows the probability that the total power at atterall is higher than Poyyas a function of the learning
time. It can be observed that the docitive appreachetter satisfy the constraint in terms of total
transmission power, and significantly speeds ugahming process.
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Figure 5-2: CCDF of the average SINR at macrouser.
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Figure 5-3: Probability that the total transmission power is higher than Pow,.

5.1.5 BeFEMTO 10dBm & 8bps/Hz/cell Target

The decentralized Q-learning scheme, following tidependent learning or docitive paradigm, has been

compared to two reference algorithms:

« Distance-Based Non-CognitiveThe rationale behind this reference algorithm & fhmtocell i selects

the transmission power of RBbased on its distance from the macrouser usingRBa The set of
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possible values of power to assign is the sameoashe decentralized Q-learning. Notice that this
reference algorithm is only proposed as a non-¢vgnbenchmark for comparison purposes, and for its
implementation we make the hypothesis that thedematwork has at least some approximate knowledge
of the position of the macrousers, which is a gditfcult hypothesis in a realistic cellular netwo

« lterative Water-Filling. It is a non-cooperative game where agents aresBedfind compete against
each other by choosing their transmit power to mée their own capacity, subject to a total power
constraint. The solution is given by the iterativatevfilling power allocation solution [54].

Figure 5-4 shows the macrocell capacity, for theecaf 4x4 antennas, as a function of the femtocell
density. It can be observed that learning techmigieenot jeopardize the macrocell capacity, maiirgi

it at a desired level (above the BeFEMTO target gbstw/cell, independently of the number of
femtocells. On the other hand, with the distancgetareference algorithm, the macrocell capacity
decreases when the number of femtocells increases the reference algorithm does not adaptively
consider the aggregated interference coming framthltiple femtocells in the power allocation prege
Furthermore, the iterative WF algorithm dramaticattduces the macrocell capacity due to its selfish
power allocation policy.

In the next deliverable, we will focus on achievihg BeFEMTO targets in terms of spectral efficiency,
not only for the macrocell network, but also foe femtocell’s.

MIMO 4x4

12
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Figure 5-4: Macrocell spectral efficiency as a funabn of the femtocell density in the femtocell
block.

5.1.6 Conclusion and Future Work

We have presented a decentralized Q-learning apiprioa interference management in a macro-femto
network to improve the systems’ coexistence. Howebhe main drawback of the proposed scheme is the
length of the learning process. As a result, weehfscused on the novel paradigm of docition, with
which a femto BS can learn the interference comiodicy already acquired by a neighboring femtocell
which has been active during a longer time, and taving significant energy during the startup and
learning process. Notably, we have shown in a 3@BRpliant scenario that, with respect to
decentralized Q-learning, docition applied at sfams well as continuously on the run yields sigaift
gains in terms of convergence speed and precigenhave also presented spectral efficiency resdlts
the macro network, showing that BeFEMTO target atsd®/Hz/cell can be achieved by applying the
proposed learning approaches, even when the darfdigyntocells in the femtocell block in the sceaaar

is increasing.
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5.2 Spectrum Leasing as an Incentive for Macro-Femtocktooperation in the UL

5.2.1 Problem Statement

We propose a framework for macrocell-femtocell aragion under a closed access policy, in which a
FUE may act as a relay for MUESs. In return, eactpeoative macrocell user grants the FUE a fraction o
its super-frame. We formulate a coalitional gam&imch macrocell and femtocell users are the pRyer
which can take individual and distributed decisionswhether to cooperate or not, while maximizing a
utility function that captures the cooperative gaim terms of throughput and delay. We show that t
network can self-organize into a partition composgdisjoint coalitions which constitutes the resive
coreof the game representing a key solution conceptdalition formation games in partition form.

5.2.2 System Model

Consider theiplink direction of an Orthogonal Frequency Division Nl Access (OFDMA) macrocell
network in whichN FAPs are deployed. These FAPs are underlaid tm#zocell frequency spectrum,
and, within the femtocell tier, FAPs are allocateder orthogonal frequency subchannelsl. Let

N = {ZL...,N} andM = {ZL...,M}denote, respectively, the sets of all FAPs and MluEke network.
The packet generation process at each MUE-MBS $nkadeled as an M/D/1 queuing system, in which
packets of constant size are generated using adPo#srival process with an average arrival ratd,gt

in packets/second. Similarly, the link between FIUENd its belonging FAP is modeled as an M/D/1
queuing system with Poisson arrival rate/bf. In the non-cooperative approach (N.C), the MBfersf
MUE M a link transmission capacity (measured in bitsZsf:

Ihm,O |2 I:)m
Z|h|,o R +0°

100!

My =log 1+

(5.11)

where| h, ;[ is the channel gain between MUE and the MBS denoted by subscrfpt P, is the
power used at MUHEM , CD|0 is the set of FUEs operating on the same subchameMUE M,

| h o [*is the channel gain between FUEand the MBS,R, is the power used at FUEand 0 is the

noise variance of the symmetric additive white Géars noise (AWGN). Moreover, due to the nature of
underlay spectrum access, FAPs are limited by ritexference from nearby MUEs and by capacity in
terms of number of available spectral resourcesa Astter of fact, each FAR provides a generic FUE

| with a link transmission capacity of :

|hl,n |2 I:)I
Z| hm,n |2 I:)m +02

OO

p© =log 1+

(5.12)

where| h, , | is the channel gain between FUEaNd its belonging FAR, ®} is the set of MUES

operating on the same subchannel as H:UEhm,n |2 is the channel gain between MUE and FAPN.

The probability of successful transmission can bapated as the probability of maintaining the SINR
above atarget level, and , , respectively for a MUE or a FUE, and is expresssed
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P _ P |hm,0 |2 I:)m >
T S, PR T
I00?
(5.13)
— P |hl,n |2 I:)I > y
s Ylhg, R +a?
mie?

To reduce the outage in MUE-MBS transmissions, aridyBRQ protocol is employed at the medium

access control layer. Consequently, the effectimuti traffic /1m from an MUEM, accounting for a
maximum of M retransmissions is given by:

~ D
A=A, > P @-P )" (5.14)
d=1

We consider M/D/1 queueing delay for the MUB%, and thus the average waiting time can be
expressed by Little's law as:

~ D

A=A D P (@-P )" (5.15)

d=1

Likewise, we consider M/D/1 queueing delay for thell M, and thus the average waiting time can be
expressed by Little's law as:

DN¢ = A (5.16)

20N (Ul - A,)

Note that once a transmission on a MUE-MBS linkpdrdue to an outage event, it is reiterated upto
times (otherwise dropped), and the increased ctinggzroduces an average higher delay at the ezrd us

5.2.3 Femtocell Cooperation

We formulate the problem of cooperation between §ditd MUES as a coalional game in partition form,
whose solution is the concept of the recursive.cohe aim of the proposed cooperative approach is t
minimize the delay of the MUE transmissions throb§}E assisted traffic relay, considering bandwidth
exchange as a mechanism of reimbursement for tbpecating FUEs. In existing wireless networks
adopting a closed access policy, FUEs and MUEs aieatyy scheduled independently. As a result, in
the considered model, the objectives of the FAPd #tie MUEs are intertwined from different

viewpoints. At the FAP side, high interference leean be due to MUEs operating over the same
subchannel which consequently limits the achievahles. At the MUE side, poor signal strength
reception may result in a high number of retransioiss and higher delays. To overcome this, we
propose that upon retransmissions, an MUE deliwsrpackets to the core network by means of FUE
acting as relay terminal. We model each relay FWEaa M/D/1 queue and use the Kleinrock
independence approximation. For the relay FUE, ejon incurs significant costs in terms of delay

and spectral resources, since the FUE relays thebioenh traffic /1, over its originally assigned

subchannels. Therefore, it is reasonable to asshem&UES will willingly bear the cooperation castly
upon a reimbursement from the serviced MUEs. We gwepthat, upon cooperation, the MUE

autonomously delegates a fractior< a < lof its own superframe to the serving FUEAt the relay
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FUE |, the portiona is further decomposed into two subslots according parametef < ,Bl <1.
The first subslotaf is dedicated to relay MUE's traffic. The second sobsbf duration

a(L- ) represents a reward for the FUE granted by thesWIUE, and it is used by the FUE for

transmitting its own traffic. This method is knowm the literature as spectrum leasing or bandwidth
exchange and represents a natural choice for sndhokincentive mechanisms. Figure 5-5 illustrates
considered scenario compared to the traditionabtrassion paradigm.

a=E=0

A

: —— MLUE Data Transnission
H.r‘ H —_— Relay Transmission
{ I.'-: ; i i."l.’-’_.‘-: FUE Data Tranemession
(A ; Cione Metwork Wil — =  MUEFAP Interference

______________________ R — e Wired Biackhaul
\_L\‘\«,u-_»

Figure 5-5: A concept model of the proposed solution comparea the traditional non-cooperative
approach.

Note that this concept solution allows to align aegarate in time the transmissions allowing awngidi
interference at the FAP from the MUEs within the litime. In order to do that, we assume that
operations are synchronized. In order to increlasi throughput and reduce MUE-to-FAP interference,
the FAPs have an incentive to cooperate and rBlyUE’s traffic. In this respect, FUES may decide t

service a group of MUEs, and thus form a coalitf§nin which transmissions from FUEand MUEs

within the same coalition are separated in time. filoposed cooperation scheme can accommodate any
relaying scheme such as the decode-and-forwardropess-and-forward schemes. In this work, we use
a decode and forward relay scheme, assuming thadchet is successfully received. Finally, the
achievable service rates for MUEs and FUESs in th@edive approach become:

S (@, B) = min{@-a)uf,aB 1"}

(5.17)
U (@, B)=a@-B)u’

with
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_ |hm,l |2 I:)m
M = log[1+—2

o
|h, I° P
R =log 1+ o
IU| g Zl hm,n |2 I:)m + 02
EGHCERS

where| h,; [© denotes the channel gain of the relay link from®m 0 S and FUEI . Note that the

factorl— @ is due to the fraction of superframe occupied by BI2D transmission, while the second
factor a3, accounts for the fraction occupied by the forwaeth$mission by the FUE. Due to the fact

that MUEs are originally assigned orthogonal subnkém the first hop of the relay transmission i no
affected by interference. Moreover, note that ljyasating the transmissions from MUE and FUE within
the superframe, the FUE forward transmissions dextefl only by interference from non-cooperative
MUEs, outside the coalition. At this point, since ffUE may have to transmit independent packets of it
own, the input traffic generation (or the packetvat at the queue of the FAP) has to account fier t

packets generated at the FUE and at the MUEs forhwthie FUEs is relaying. Consequently, the

effective traffic /1| generated by FUE, accounting for its own retransmissions becomes:
Y RS d-1
Ay =(A +D.A)> P 1-P.) (5.18)
m d=1

where D is the maximum number of retransmissions befoee ghcket is dropped/]m and P% are

computed considering that the SINR this time referthe FUE-FAP link. Moreover, also in this case,
used the Kleinrock approximation to combine trafficival rates from queues in sequence. Furthermore
we model every D2D link as a M/D/1 queue system envestigate the average delay incurred per

serviced MUE. For a given MU served by FUH , we express the average delay as:

D? = m (5.19)
R R
2y (M = Ary)
It is important to underline that, to guaranteegtability of the queues, for any MUE serviced by a
FUE in the network, the following condition mustidio

A < U8 (5.20)

In the event where this condition is violated, $getem is considered unstable and the delay iSderesl
as infinite. In this regard, the analysis preseiietthe remainder of this paper will take into asebthis

condition and its impact on the coalition formatjmocess (as see later, a coalition whére> ,unFj will

A
never form). Having considered this, we now deﬂ3§ = —'~ as the delay at the FUE for
C C
24, (,u| - A| )
transmitting the aggregated traffic. Finally, wen @@mpute the average delay for an MUE as a sum over
the MUE-FUE and FUE-FAP hops, as:
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DS =D} +Df (5.21)

We assume that the relay FUEs performs half-dupleerations, i.e., they first receive the MUE's
packets in a transmission window wide- @ in the subchannel originally utilized at the MUE.

Successively, each FUE forwards the MUE's packetthénnext transmission window widaé,BI in a
FIFO policy.

5.2.4 Coalitional game concept

It appears clear that MUEs and FUEs have a stroreniive to cooperate to improve their performance
using advanced techniques such as relaying andrgpedeasing. Since MUEs and FUEs exhibit a
tradeoff between the achievable throughput andtilesmission delay, we use a suitable metric to
quantify the benefit of cooperation defined as powfethe network. Indeed, the power is definedhas t

ratio of maximum achievable throughput and delaya(power of the delay). Thus, given a coalitiSn,

composed by a set bl—S | MUEs and a serving relay FUE, we define a mapping function
Uu(s,My) as:

U(s,nm):{xwi(s,ﬂa:”i R ,DiDS} 522

where O is a transmission capacity-delay tradeoff parametenodel the service tolerance to the delay.
The setU (§,l1,)is a singleton set and, hence, closed and convete Muat, the player's payoff

denoted byX; (S ,I'Iq,) directly refers to a ratio between the achievahleughput and the average
delay for player i in coalitionS and quantifies the benefit of being a member of ¢balition. In

consequence, the ganf!,U ) is an NTU game in partition form and, within eadfalition, the utility
of the players is univocally assigned.

In order to solve the proposed coalition formatgame in partition form, we will use the conceptaof
recursive core as introduced in [119] and furtieestigated in [120]-[122]. The recursive core is o
the key solution concepts for coalitional gameg tieve dependence on externalities, i.e., in amntit
form. Due to the challenging aspect of NTU gamegartition form, as discussed in [120]-[122], the
recursive core is often defined for games with dfarable utility where the benefit of a coalitios i
captured by a real function rather than a mapdygexploring the fact that, for the proposed gama i

singleton set, then we can define an adjunct ¢oadit game(W,U ) in which we use, for any coalition

S, the following function over the real line (i.esimilar to games with transferable utility) which
represents the sum of the users’ payoffs:

S|

(S.My = 2% S it ISP a0 525

0 otherwise

as the value of the game. Essentially, the recugive is a natural generalization of the well-knoave

solution for games in characteristic form, to gaméh externalities, i.e., in partition form [119]emma

10]. In fact, when applied to a game in charadierfsnction form, the recursive core coincideshntte

original characteristic form core. The recursiveecs a suitable outcome of a coalition formatioogess
that takes into account externalities across ¢oa$it which, in the considered game, are repreddnte
effects of mutual interference between coalitions.
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5.2.5 Distributed implementation of the recursive core

Once a coalitionS has formed, the FUE optimizes its own payoff by deciding upg® and the

transmit power. At the FUEs side, to relay traffic & set of MUESs incurs a cost that must be takin in
account by the FUE before making any cooperatiais@m. In this paper, we consider a cost in teofns
the transmit power that each FUE spends to trarfemthe MUEs within the same coalition. Namely, a

FUE spends3 P to relay MUEs traffic and1— 83, )P for its own transmissions, while the overall

transmit power is limited byP

max aS:

max X (§,My)

5.24
st. 0<a,f<L BRV+A-B)R" <R, e

Mainly, the FUE is fed back with the estimated aggted interference from the MUBS outside the
coalition (and included irﬂJnm), which is practically measured by its own belongFAP. To reach a

partition in the recursive core, the playersthuse Algorithm 1 in [18]. This algorithm is composed
mainly of three phases: Interferer discovery, rsimer core coalition formation, and coalition-level

cooperative transmission. Initially, the network gartitioned by| W |singleton coalitions (i.e., non-

cooperating mobile users). The MBS periodically e=sis RSSIs measurements from the MUEs to
identify the presence of femtocells which might pextively provide higher throughput and lower
delays through D2D communication. A similar meamgnt campaign is carried out at the FUE, as
requested by the respective FAP. Successivelyedoh of the potential coalitional partners, thesptal
payoffs are computed, considering the mechanisnsp@dtrum leasing captured. Ultimately, each MUE
or FUE sends to the counterpart which ensures titeekt payoff a request for cooperation. If both MUEs
and FUEs mutually approve the cooperation requasy, form a coalition, set up a D2D connection and
the MUE acknowledges its MBS about the establishednnection. Even during the D2D transmission,
the MUEs still maintain a connection to the radisowgrce control of its original MBS. Being limiteg b
interference, the most eligible partners for FUEs dominant interfering MUES, while, vice versa for a
MUE, the higher utilities are granted by FUE in thieinity or experiencing good channel gains. The
recursive core is reached by considering that tmypayoff-maximizing coalitions are formed. Clgarl
this algorithm is distributed since the FUEs and MId&s take their individual decisions to join ordea

a coalition, while, ultimately reaching a stableatji@n, i.e., a partition where players have noentive

to leave the belonging coalition. Those stableitioak are in the recursive core at the end ofséeond
stage of the algorithm. Finally, once the coalitidvave formed, the members of each coalition prbtee
construct a D2D link and perform the operationscdbed in Section Ill. As a result, intra-coalition
uplink interference at the respective FAPs is sepged and the MUESs achieve lower delays. In addition
by cooperatively solving the strongest interferertbe FUES achieve the maximum achievable payoff,
and, therefore, have no incentives to break awam fthe belonging coalitions since it would lead to
lower payoffs. Thus, the formed coalitions represestable network partition which lies in the resive
core.

5.2.6 Simulation Results

We consider a single hexagonal macrocell with dausadf 1 Km within whichN FAPs are underlaid
with M MUEs. Each FAPN servesL,, =1 FUE scheduled over orthogonal subchannel, adopting

closed access policy. We set the maximum transmitep at MUEs and FUEs t&,.,, = 20dBm,

which includes both the power for the serviced M&JEBnd its own transmissions. The considered
macrocell has 500 available subcarriers, each anengp a bandwidth of 180 KHz, and dedicates one
OFDMA subchannel to femtocell transmissions. Inuiiég5-6, we evaluate the performance of the
proposed coalition formation game model by showvilreyaverage payoff achieved per MUE during the
whole transmission time scale as a function ofrthaber of MUEs M. We compare the performance of
the proposed algorithm to that of the non-coopesatase, for a network with 50, 100, 200 FAPs using

closed accespolicy. The curves are normalized to the perforneapicthe non-cooperative solution. For

small network sizes, MUEs do not cooperate with Fld&s to spatial separation. Thus, the proposed
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algorithm has a performance that is close to the-cuwperative case for M < 60. As the number of
MUEs grows, the probability of being in proximity ah FUE gradually increases and forming coalitions
becomes more desirable. Hence, the MUEs become acednt® a nearby FUE which allows for a higher
SINR, allowing for high values of payoff. For exampFigure 5-6 shows that cooperating MUE can gain
up to 75% with respect than the non-cooperative tasa network with N = 200 FAPs and M = 160
MUEs. In fact, Figure 5-6 clearly shows that therage payoff per MUE increases in the cooperative
case as the number of femtocells is large. It $® @lemonstrated that the proposed coalitional game
model has a significant advantage over the non@adipe case, which increases with the probabilfty

having FUEs and MUEs in proximity, and resulting im iaaprovement of up to 205% for M = 200
MUEs.

I I I I T T T T T
==l Mon-cooperative approach| :
227 = @ =50 FAPs R RREREL LI
1 == 100 FAPs : : : : :
—8— 200 FAPs

Average payoff per MUE

40 60 80 100 120 140 160 180 200
MNumber of MUEs

Figure 5-6: Average individual payoff per MUE, normdized to the average payoff in the non-
cooperative approach, for a network having N = 50100, 200 FAPs,0 = 0.5, r = 20m.

Public Information Page 86 (126)



B&en’@ D4.3V1.0

6.37 T T T T T T T
I I I I I I I
. . . | | | |
—@— Proposed algorithm (500 MUEs) | | | |
—--¢—-- Proposed algorithm (400 MUEs) ! ! ! !
--m-- Proposed algorithm (300 MUES) } } } }
----4:--- Non cooperative approach | | _.,-I»-l-i..~
6121 — -~~~ —— Centralized solution (300 MUEs) [ = = — — | T :.?‘#’ ****** g —
T T T | | .l PN ! ‘\
| | | | | ,{ o Aad ~e. |
= | | | | [ .
% | | | | ‘,j’ | .
Q | | | | < | .
2 | | | | ,'f”~ | | X
u I I I I » I I RS
‘-:5'87 7777777 | [ r--T T T}f' N
g | | | yt | | Y
= | | | % | | | \
2 | | | g | | X
> o !
g | | | g | | | \
< P y
2 | | | ,l,./ | | | | B
s | | \‘ 4 | | | |
S | | ol | | ! !
,,,,,,,,,,,,,,,,,,,,, -/ v ____v______L______L_\_
£ 561 | | ’.’(b" i i i [
o L ——1 | L gigre) | | | |
s | Do | | | |
5 | ‘_;’ ’,.«' | | | |
z | - | . | | | | |
< o
T o | | | | |
- -m- - P | | | I |
533 — — — — — — —___ el _ & L Lo __ Lo __ Lo The_solutiol of the centralize
+,4"' | | | | | mathematically untreatable 1
JPe 22 sl | | | | |
| | | | | | |
| | | | | | |
| | | | | | |
| | | | | |
| | | | | | |
ERT O o AN P sy S T Ny S S VO S N S S VOO S VO Y SO T I G G O S
1 50 100 150 200 250 300 350 380

Number of FAPs (N)

Figure 5-7: Average individual payoff per FUE, normalzed to the average payoff in the non-
cooperative approach, for a network having M = 300400, 500 MUEs,d = 0.5, r = 20.

In Figure 5-7, we show the average payoff per FUR asction of the number of FAPs in the network
N, for different number of MUEs M = 300, 400, 500damormalize the curves to the performance of the
non-cooperative solution. As previously seen, coagen seldom occurs in cases where MUEs and FUEs
are spatially separated, as for low numbers of FldEle network. Nevertheless, as the density of $AP
increases, coalitions start to take place yieldmdpigher gains for the FUEs. For instance, Figuié 5
shows that the average payoff per FUE resultinghftbe coalition formation can achieve an additional
15% gain with respect to the non-cooperative dasa network with N = 200 FAPs and M = 500 MUEs.
Therefore, we demonstrated how cooperation can hefio@l to the FUEs in highly populated areas
where the density of interferers (i.e., potentialtional partners) is high. Finally note thathceg the
femtocells are orthogonally scheduled, the perforceaof each FUE in the non cooperative approach is
transparent to the density of femtocells in thevoek.
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Figure 5-8: Average number of iterations till convegence and average number of coalitions as a
function of the number of MUESs in the network. Thebisectrix delimits the area of cooperation and
non-cooperation, therefore, the points on the biséix represent full non-cooperative MUEs,

denoted by singleton coalitions. N = 200) = 0.5.

Figure 5-8 shows the growth of the number of cimeild, i.e., the size of a partition in the recuesoore,
while the number of MUEs increases. Additionallye thverage number of iteration in the proposed
algorithm is observed. The network is initially argzed in a non-cooperative structure where eamyepl
(i.e., MUE or FUE) represents a singleton coalitibrerefore the number of coalitions equals the bem

of players in the network (grey dotted line) anithcs interferers are out of range of cooperatibe, t
number of iterations is minimum. Initially, for M 40 cooperation seldom occurs, due to the large
distance between potential coalitional partnersMABicreases, the network topology changes with the
emergence of new coalitions. For example, when 206 FAPs and M = 200 MUEs are deployed, 138
coalitions take place, requiring an average nurobatgorithm iterations of 6.9. Therefore, it candeen
that the incentive towards cooperation becomesfgignt when the femtocells’ spectrum becomes more
congested and femtocells are densely deployedeimétwork. Eventually, for larger M, the process of
coalition formation is limited by the number of MURghich a relay FUE can service, given the
mechanism of reimbursement.

5.2.7 Conclusions and future work

We have introduced a novel framework of cooperatiomong FUEs and MUEs, which has a great
potential for upgrading the performance of bothssts of mobile users in next generation wireless
femtocell systems. We formulated a coalitional gam®ng the FUEs and MUEs in a network adopting a
closed access policy at each femtocell. Furthehasge introduced a coalitional value function which
accounts for the main utilities in a cellular netiwotransmission delay and achievable throughpat. T
form coalitions, we have proposed a distributedlitoa formation algorithm that enables MUEs and
FUEs to autonomously decide on whether to coopesateot, based on the tradeoff between the
cooperation gains, in form of increased throughjoudelay ratio, and the costs in terms of leased
spectrum and transmit power. We have shown thatptbposed algorithm reaches a stable partition
which lies in the recursive core of the studied gaResults have shown that the performance of MUEs
and FUEs are respectively limited by delay and fatence, therefore, the proposed cooperative girate
can provide significant gains, when compared tonthre-cooperative case as well as to the closedsacce
policy.
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5.3 Spatial and Time Domain based Interference Coordinton in Heterogeneous
Networks

In [110] the concept oBase Station CoordinatedBeam Selection (BSCBS) has been introduced and
preliminary simulation results were presented his tontribution further analysis of BSCBS is pa»d
including simulations for larger antenna configimas. The main idea of BSCBS is to coordinate
selection of beams at neighboring cells to avoidnbécollision’ when two nearby cell-edge users in
different cells are served using the same timedfeegy resources. Currently, In LTE Rel-10, a time
domain based interference management scheme, ealtethcedi nter Cell InterferenceCoordination
(elCIC) is specified [4], which aims to reduce ifiéeence by blanking subframes in time domain. A
comparison between the proposed spatial domainnsehend the currently specified time domain
interference coordination schemes is provided ds we

5.3.1 Coordinated Beam Selection based on Restriction Ragsts

The algorithmic description of BSCBS provided11.0] shall be briefly repeated here. The general idea
of beamforming for transmitting data to mobile ssir a wireless network with sectorized base siatio
antennas is to radiate most of the power into #sred direction. A beam directed towards a cefjeed
user may cause significant interference to a neasky in an adjacent cell when both users are dexve
the same time-frequency resources. Performance gaim be expected when the selection of beams can
be coordinated in neighbour cells in such a way leam collisions between nearby cell-edge users ca
be avoided. An example situation is shown in Fidi#® Beam collisions can be avoided by coordimatin
the selection of precoding matrices in differentscelhe coordination is based on feedback from UEs
including not only CQI, Rank Indicator (RI) and Poding Matrix Indicator (PMI), but also different
types of additional messages to support the cotperdor example, a RESTRICTION REQUEST (RR)
feedback message from the UE contains informatiavutabinwanted precoding matrices. The users
request in advance the restriction of the usageedhin precoding matrices in neighbour cells dher
resources that could be used for data transmisgian later time instant. More details of the messag
design are provided i110] and[133].

T R e
eV ansssss g

Figure 5-9: Avoidance of beam collisions

The overall goal of the coordination approach i;mtteemaximize a network (cluster) wide utility mietr
over all the combinations of precoding matricessiering the restriction request from received from
users. This requires the exchange of messages dretvase stations over the X2 interface that lolyical
connects base stations with each other in LTE. leraim keep the information exchange acceptable both
in delay and complexity, a scheduling design wasseh that can be added on top of the Rel. 8
scheduling functionality. The flow chart of the sdhlng approach is shown in Figure 5-10.
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Figure 5-10: Flow chart of scheduling approach

The main steps of the coordination approach arelas\s:

* As a first step, the coordinating cells make teéwmascheduling decisions without considering
any RR reports. This scheduling is then the sameoatd be done in an LTE Rel. 8 system.

« In the next step, the scheduler at each cell copsptre precoding matrices identified in the
received RR reports with the precoding matricescied for tentatively scheduled UEs. In case
of valid precoding matrix restrictions (explaineater in detail), the scheduler decides about
accepting or rejecting the requests after compaangiven UE utility metric. In case the
precoding matrices are restricted at the cell,UE£s) that requested the restriction in the first
place should see a gain in their utility metricev¢g the interference situation does not change
much when the data is actually transmitted). Onater hand, the restriction of the preferred
(or most suitable) precoding matrices might resulin utility loss for a UE when served by the
cell. To compute utility gains, the required infotioa is reported by the UEs in their respective
RRs. Based on the result of a utility comparisbe,fbllowing two cases are possible.

a. |If the overall utility gain in the other coordinagj cells is larger than the utility loss in
the own cell, the cell revises its tentative schiedudecision and restricts the precoding
matrices in question. It informs the serving celishe UEs from which it received the
corresponding RESTRICTION REQUESTS by sending REQUEST GR#ssages.

b. If the overall utility gain is smaller than thelityi loss, REQUEST REJECT messages
are sent to the serving cells. In this case, tiedder keeps its tentative scheduling
decisions.

« If the REQUEST GRANT messages sent and received dBll @ontradict each other, conflict
resolution is done based on a comparison of ndityugains of the contradicting grants.
Depending on the result of this comparison, theeitier revokes it own grant and goes back to
using the original scheduling decision or rejedte teceived grant by sending a GRANT
REJECT message to the source cell.

5.3.2 Simulation results for Dual Stripe Femto Model

A time line for the message exchange has beend®dvin [110]. Preliminary simulation results for22x
antenna configurations have been presented in d40]ell. Since BSCBS coordinates a single interfer
that is perceived by the UE as strongest, it iardleat BSCBS is most beneficial if a small numiagrin
particular, a single strong interferer is preséat impairs the communication link between the WH a
the serving cell. Such situations are likely toegupin scenarios where femto cells with closed uitisr
group (CSG) functionality are deployed. If a UE ddesthe subscriber group is in the vicinity of anfe
cell that is not serving it, the interference calibg this femto cell can cause degraded SINR abtie
of-CSG macro UE and possibly lead to outage. A méatesuch a situation is a hexagonal macro cell

Public Information Page 90 (126)



BdFem(

D4.3V1.0

layout and dual stripe clusters of femto cells. Efgechto cell served at least a single UE within i&GC

In order to simulate the case that a macro uskr tise vicinity of a femto cell, the placement ofeno
users is non-uniform. 80% of the macro users aegol within the dual stripe cluster and 20% arequla
uniformly within the macro cell. Figure 5-11 shoti® scenario where macro UEs are inside the dual

stripe cluster.

Dual Stripe Cluster

| L ' ﬂ‘L “-?f‘,\;-/-'
.|
~T
" N it
// Macro eNB

i

UE connected to Femto (in CSG)

UE connected to Macro (not allowed in CSG)

Figure 5-11: Impairment of macro UEs by CSG femto dés

Preliminary simulation results for 2x2 antenna dgunfations have been provided in [110]. These
simulations have been extended to 4x2 antennagromafion. The simulation assumptions are provided
in Table 5-1. In the simulations it is assumed gwth RESTRICTION REQUEST message sent by the
UE covers a frequency subband of 5 PRB (calleduzaqy validity of 5 PRB in the following). The

subband validity of such a message exploits thgufracy dependency of the spatial domain.

Table 5-1: Simulation assumptions

Parameter

Setting

Channel Model

SCME urban macro, 1.4MHz bandwidth

Macro eNB antenna configuration

4 antenn#a spacing, vertically polarized, 3 sectors
(cells) per eNB

Macro user distribution

10 UEs per macro cell

Scheduler, traffic model

Proportional fair, fulifter

UE equalizer

MRC

Coordination threshold

Only UEs below -3dB geomesg coordination

Link adaptation

Ideal, no HARQ (Hybrid Automatic p&at Request)

CQI Feedback delay

ms

X2 message delay

<< 1Ims

Allowed codebook restriction:

Restrict 0 (0%), (58%), 24 (75%), 28 (88%) or 32
(100%) PMls from the LTE Rel. 8 codebook with 32
entries for 4 Tx antennas and 2 Rx antennas

Femto layout

Dual Strip, 1 cluster per macro aethan deployment

Node type

Femto (PL and SF according to 3GPP T&l36urban
deployment, closed access)

Femto antenna configuration

4 antenn@?, spacing, vertically polarized, isotropic

UE antenna configuration

2 antenna&) spacing, vertically polarized, isotropic

Femto deployment ratio

0.05
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Probability of indoor macro user | 0.8
(close to femto)

Femto user distribution 3 CSG users per femto

Frequency validity of a RR message 5 PRB

Algorithm version a) w/o utility comparison (accepting all RRs)

b)  w/ utility comparison

Figure 5-12, Figure 5-13 and Figure 5-14 show liteughput CDFs for CSG femto UEs, macro UEs w/
and w/o sending RESTRICTION REQUEST messages.

Throughput of UEs allowed to transmit RESTRICTION REQUEST. DC=0

Prob{T<x)
(=1
u

o
'

0.3

o ARs

RRs with 50% CW removed
RREs with 75% CW removed
o1 : — RRs with 88% CW removed
_‘ ARs with 100% GW removed ‘

0.2

|
0 50 100 150 200 250 300
Throughput T [kbps]

Figure 5-12: Throughput of Macro UEs sending RESTRITION REQUEST Messages
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Figure 5-13: Throughput of Macro UEs not sending RESRICTION REQUEST Messages
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Figure 5-14: Throughput of CSG Femto UEs

It is seen in Figure 5-12 that the macro UEs thatadlowed to send RR messages (i.e. whose geoisetry
below — 3 dB) benefit significantly from the redioct in interference by avoiding unfavourable beams
the femto cell. Obviously, the gains become thgdathe more codebook entries are restricted. Eigur
5-13 shows that even macro UEs better RF condifioeiswhose geometry is larger than -3 dB) benefit
slightly from restricting beams in the femto c8hkins are again largest, if the femto restrictba@ims in
the current subframe since then the femto doegenwrate interference at all.
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Of course, restricting codebook entries in a sub&aeduces the available resources in the femtaicdl
leads to a throughput reduction in the femto ¢édiwever, Figure 5-14 reveals that throughput legsoit

very significant. The reason for that is that thecro UE that demands restricting beams in the fersiio

is scheduled only in certain subframes. In othéframes when the macro UE is not scheduled, no beams
in the femto cell need to be restricted. Then aowmeces in the femto cell are available and
instantaneously no throughput loss occurs. Agarkigure 5-14 shows, the loss is the largest theemo
codebook entries are restricted. But even in thee caf 100% codebook restriction the losses are
negligible.

The absolute median user throughput for the femto igBbout 2.1 Mbits/s. Since the bandwidth in the
simulations is 1.4 MHz, the spectral efficiencyttbae user achieves is 1.5 bits/s/Hz. Since 3 umers
active in each femto cell, the median spectratifficy for the cell throughput of the femto celldis
bits/s/Hz/femto cell.

Figure 5-15 shows the mean relative gain in thrpughior the macro and femto UEs compared to the
reference system without codebook restrictions $een that the macro UEs in close vicinity to@s6G
femto UEs can benefit significantly by codebook niegbns. As already mentioned the throughput loss
for femto UEs is small. Figure 5-15 shows that irrage 5% throughput reduction for femto users needs
to be taken into account by improving the througHpumacro users that suffer from strong intenfiees

by the femto cell.

However, due to the low load in a femto cell eaemtb user experiences a spectral efficiency of 1.5
bits/s/Hz. 5% throughput reduction still provides spectral efficiency of 1.425 bits/s/Hz which
corresponds to 14.25 Mbits/s in 10 MHz comparetizd/bits/s in the reference system. This loss seems
to be acceptable for the femto users since absthiitdaghput is still tremendous.
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Figure 5-15: Mean Relative Gain of Macro and Femto UE

5.3.3 Comparison with elCIC in LTE Rel-10/11

The interference coordination scheme describeddrpthvious sections aims to control the interfeezenc
in spatial domain by restricting codebook entrieésaoper subframe basis. The performance analysis
revealed that the designed scheme performs bést iéntire codebook is instantaneously restricted f
the frequency validity of the RESTRICTION REQUEST mgsséb PRBs in the analysis above). If no
codebook entry is available for usage the femtbdmés not transmit any data in this subframe d¢er
indicated PRBs, i.e. the subframe is blanked iretdomain over a frequency subband. In this serese th
coordination scheme in spatial domain transforms tooordination scheme in time domain. It can
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therefore be concluded from the analysis presehtsé that coordination schemes in time domain
provide a very efficient solution for coordinatimgerference in heterogeneous networks.

A pure time domain interference coordination schésneurrently specified in 3GPP LTE Rel-10 under
the name elCIC [4]. Coordination of the interfereng achieved by introducing so-callatmost Blank
Subframes (ABS) as illustrated in Figure 5-16.

RS antenna port 1 resource element (subcarrier)

RS antenna port 2 resource element (subcarmer)

Empty PDSCH resource element (subcamer)

A = O .

Empty PDCCH/PHICH/PCFIC resource element (subcarrier)

12 sulzcarrizr of LS EHz 2ach

lrms

Figure 5-16: Almost Blank Subframes (ABS) in LTE Rell0

In ABS no data and control channels (PDSCH/PDCGHE t@mnsmitted in order to reduce interference to
neighbour cells in those subframes. Only the qededfic reference signals (CRS), synchronization
signals and network information are sent to enbaickward compatibility. Comparing this approach to
the spatial domain scheme of the previous seciti@man also be seen as a scheme that restricte w$ag
all codebook entries in a ABS. Hence, time domaheme is a special case of a spatial domain scifeme
the entire codebook is restricted in a subframe.

In the spatial domain scheme of the previous sectite macro UE sent RESTRICTION REQUEST
(RR) messages to its serving cell (i.e. the mael, avhich then forward the RESTRICTION REQUEST
message over the X2 interface to the cell thatesmgsrong interference to the macro UE (i.e. the CSG
femto cell). In the designed scheme the X2 messagesbe sent each subframe, i.e. each 1ms. Two
different algorithms have been investigated:

a) The femto cell accepts all RR messages w/o utilitymgarison: This approach provides largest
benefits to the macro UEs that sent RR messages

b) The femto cell only accepts RR messages if theyutiietric is increased: This approach aims to
maximize average cell throughput but may not sigaiftly improve performance of cell edge
macro UEs

In elCIC it was decided that the aggressor ceall (he CSG femto cell) decides autonomously oovits
how many subframes shall be configured as ABS.vitten cell (i.e. the macro cell) is only allowed t
invoke the aggressor that more ABS are neededdarersufficient performance for the cell edge macro
UEs. However, the CSG femto cell does not have towothis invocation. This can be seen as a
correspondence to algorithm b) above. The reasgnandoncept like algorithm a) above was not adopted
in Rel-10 is that multiple victims invoking ABS mé#gke away too many resources from the aggressor.

Figure 5-17 shows an macro — pico cell example Hwmvaggressor cell informs the victim cell which
subframes are configured as ABS. This knowledgmmitant for the victim cell since it needs to eBsu
that the suffering cell edge user is scheduledim subframe that is declared as ABS in the aggress
Note that this requires time synchronization atfieube level between aggressor and vitim cell. The X2
message in elCIC is a simple bitmap of length 4§ Wwhere each bits indicates ABS or regular sulbdram
It has been decided in 3GPP that this bitmap camphbated with a granularity of 40ms compared to 1ms
update rate of the designed scheme.

The codebook restrictions required in the desigreatial coordination scheme BSCBS can also be
indicated over X2 by means of a bitmap, where eatny indicates whether the codebook entry is
allowed or not. For a 4x2 antenna configurationitendyp of length 32 bits is required. In case thmt t
special case of full codebook restriction corresiiog to time domain coordination is applied a sénigit

Public Information Page 95 (126)



B&en’@ D4.3V1.0

is sufficient, results in the same X2 data rateB8ICBS and elCIC (1bit/Ims in BSCBS, 40bits/40ms in
elCIC), if each RR message has a frequency valdditiie entire system bandwidth.

Interference hitmap transmitted over X2 hackhaul

LT T e T F TP e L P e T

D Staticall, mssigeed alevest Blanl suldrame
l:l Seriestaticall azagned slevest Blank subdrams
D Seri-staticall. assigned regular subfrarms
v x2backhaul fink l
o7
-~ I‘ j
% = "A
Pico

[Aacro =

Figure 5-17: Information Exchange over the X2 Interice

The design of the RR messages in BSCBS allows #ulit message covers a subband of a certain length.
In the simulations in the previous section it hasrbassumed that this frequency validity is 5 PRis
means that the aggressor may apply codebook tesisdn a subframe for the indicated PRBs onlysThi
offers another dimension in the coordination. I€I€l the frequency dimension is not exploited. Here
ABS applies for the entire system bandwidth in fiemcy domain. In this sense, BSCBS offers more
flexibility than elCIC.

BSCBS relies on measurements conducted by the dEemt over the uplink air interface to the serving
cell. Therefore the specification in 3GPP of BSCBS8uld also impact the air interface since new
messages are required to support the restrictiaccodébook entries. In elCIC, however, the uplink ai
interface is not impacted, since coordination i/ aione in time domain. In elCIC existing downlink
measurements are sufficient to indicate the preseha strong interferer.

System level performance evaluation of elCIC cafobed in[134] and the references therein.

5.3.4 Conclusion

In this contribution the designed interference domtion scheme in spatial domain (BSCBS) has been
analyzed further. It has been shown that BSCBSvalimproving the performance of UEs suffering from
strong interference significantly. In the considemacro — CSG femto cell deployment scenario the
performance degradation of the femto users is makgiThe results indicate that the largest gains are
achieved for full codebook restriction, which trforms the spatial coordination into time domain
coordination. This verifies the efficiency of timerdain interference coordination in heterogeneous
scenarios. Such a time domain interference coadidimacheme is currently specified in 3GPP LTE Rel-
10 (elCIC). A design comparison between BSCBS a@iC: has been conducted revealing several
similarities between both schemes but also sonferdifces, e.g. the impact on the air interfacepimk

and the availability of a frequency domain in BSCB&m this comparison between BSCBS and elCIC
it can be concluded that the main design goal 6i@lin LTE Rel-10 was simplicity, as less standard
impact as possible and robustness. The systemriesdts in [134] show that still large system calpes
gains can be achieved by pure time domain cooidmaBSCBS introduces a frequency component in
the interference coordination which is not avaiabh elCIC. It remains to be shown whether this
additional feature enlarges the gains of time danrgerference coordination even further. In nedunrfe
Coordinated Multipoint (CoMP) will be introduced UTE Rel-11. Such schemes are able to provide
interference coordination jointly in time, frequgrand spatial domain. It is an interesting areddadher
investigation, whether joint coordination in allrdains provides further gains in heterogeneous résvo
compared to pure time domain coordination as el@i€s.
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6. SON for Improving Energy Efficiency

The emphasis of this section is on energy efficiemitlgin the context of SON.

6.1 Energy-Aware Self-Organized Networking Enabled Co-Gannel Femtocell

In this section, we consider that a co-channel decell sharing the spectrum with the overlaid meeto

is randomly deployed within a service radius of thecrocell. With regard to the co-channel femtd, cel
we design a generic energy usage model in suchyghaf energy usage by femto cell users at both the
signalling and the data phases is taken into ceratihn. Considering the worst-case scenario of
interference when femto cell users are deployed inorner of the femto cell nearest toward the
macrocell, autonomously self-organizing techniqagshe energy usage at the femto cell are proposed
while satisfying constraints on both the interferetoward the macrocell and the energy requirements

6.1.1 System and channel models

Concern a co-channel femto cell network that sugpmrcircularly serviced area with the radis and
opportunistically operates over the same spectmthe overlaid macrocell network, serving a coverag

radiusr ™ . The serviced area by the co-channel femto cebspoint (FAP) is assumed to be randomly
deployed within the coverage of the macrocell nekwdVe assume that the distance (denoted:ip)/
between the FAP and the MBS can be known at the IBABsing conventional positioning approaches
(e.g., macrocell signals, enhanced cell identificgtand global positioning system (GPS) [108])d an

SON enabling techniques developed in D4.1 [110].
Consider uplink communications via orthogonal ctedsinn the frequency domain (e.g., 3GPP's LTE

[109]). Let Kf femto cell users (FUEs) each having a single amténtend to communicate with the
FAP havingd receive antennas. Suppose that the wireless chpenantenna pair between each FUE to
the FAP is flat Rayleigh fading and the channelfficients are independent and known perfectly at th
FAP. The corresponding received signal to the fetence and the noise ratio (SINR) at the FAP from
FUE i can be given as

_9x R"/PL,

f 2
I, +o

f Oi (6.1)

Yo,

where X is a channel gain as a Chi-square distributedamncandom variable witl2d degrees of
freedom (i.e.,.X; ~ x2,), B" is the power of the data transmissid?l,, is a path loss toward its
FAP, Iof ZZ:I:,nfj denotes the aggregated interference on average Both the neighbouring

macrocell users (MUES) and co-channel femtocellsuﬁnda2 is the variance of the complex-valued
zero-mean additive white Gaussian noise (AWGN}hls equation, notice thE%Lfi can be represented
as

PL, =L +L;log,,r" (6.2)
where Llf represents the penetration loss in the femto o@inly caused by indoor WaII:*.,; denotes

the path loss exponent in the femto cell transmigsandr f (m) is a random (but static) distance
between the transmitter and the FAP.

Based on this path loss, FUELLi transmitting at the distande” with respect to the FAP selects a

Ls 10, 11 10 .
?7710" "° denotes a compensation component

transmit power leveR" = F’lf/\fi , where/\; = (r f')
for the attenuation (i.e., a path loss) such thatRAP receives the desired pO\BLefr on average.
Similarly, the j-th macrocell user equipment (M)Eat a random distance™ with respect to the MBS

. . m; m m; |12 /10 1m0 . .
selects its transmit power levé? ™ =P A -, where A, =" 10" ™ is the attenuation

m;
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compensation component in the macrocell networ#d, samilarly to the femto cell transmissioh;n and

ern are the loss of the penetration and the pathergsnent in the macrocell transmission, respegtivel

By transmitting atPlfi power, FUE i causes the cross-interference receivdte MBS by
fm — fi
I," =0,R" /PL,. (6.3)

where PLfic =L +L] |0910(r fiC)’ r"" is the counterpart distance toward the MBS, @ is a log-
normal distributed attenuation caused by shadowiorg FUEs to the MBS.

Notice, as per our system model, that the FAP éspees interference caused by neighbouring madrocel
UEs as well as co—channel femto cell UEs activelieroEAPs. In particular, thelatter interferencerseu

is located far away from the victim FAP since thegerferers from theco—channel femto cells are not
from femto cells, who are near to the victim FAR aoordinatesto operate in orthogonal manner. While
the former interference source is from macrocell UEs

who are near to the victim FAP. Therefore, dué#ofact that typically the transmission power

by macrocell UEs is stronger than that of the fecelb UEs, the interference is dominated

by the source of the neighbouring macrocell UEs im@xpression is straightforward from the above
equation and is omitted here.

In the above co-channel femto cell network, we adslran energy-aware self-organizing technique on
energy usage over the femto cell users. First,caothe fact that in conventional self-organizing
mechanisms, there inevitably exist following twéfetient main phases of energy usage:
i. Phase 0: is to represent signalling energy phasehich signalling information is
exchanged,
ii. Phase 1: is to represent data-transmission endrggepin which data transmission
occurs.
Particularly, we propose operations in the two pbass follows. In Phase 0, the FAP self-organinds o

a subset ofK " FUEs randomly selected at every time slot. Here, slze of the subset is set to
—f

K'"<K andthe corresponding entries of the subset adorm according to the uniform distribution

such that FUE i for all i are equally likely actied. Moreover, the average power level of the atdid

FUEs is autonomously adjusted such that the sums-imtsrference by all FUEs toward the MBS
remains below the desired level. In Phase 1, wseidenthe opportunistic transmission in such a thay

among the subset dk " activated FUEs given at Phase 0, only the best BUHglinitted to access the
femto cell network. Finally, the criterion of sefieg the best FUE is to find the user whose index is

. — f,
defined asf,. :=argmax; p" .

6.1.2 Problem Description
We study a self-organizing problem that in a givemdom deployment of the FAP the sum energy usage
(Ef ) by FUEs is maintained below the maximum allowaaseavell as the cross--interferendq)fT) is

less than the tolerance level by the MBS. It isestigated how to self-organize the sum energy usage
among FUEs in order to enhance the sum capacityfefo cell-of-interest. Toward this end, we take
into account following two constraints:

f f

E'<E, and 1)<, (6.4)

where E" is the sum energy usage by all FUEs at Phases O aitsl maximum is limited byE, .

I fm
[0}

:Zlof”‘ denotes the sum cross-interference on averagkeaMBS from FUEs, and its pre-

defined maximum id .
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6.1.3 Energy-Aware Self-Organization
6.1.3.1 Sum energy usage in a co-channel femto cell

—f —f
For a giverK , when randomly activating( * < K FUEs, the sum energy usage at both Phases 0

and 1 during a given time slot peridd can be statistically represented as
f

¢ 1 K' ; Kf K ;
E -—?ZH TS+?ZPO T, (6.5)
i=1 i=1
= Elf + Eof (6.6)

where F{)fi = Pof/\fi denotes the power for signalling and thereby thoelyct of POf‘Ts represents the
energy usage by FUE i at Phase 0. In, let us deF%fotG a’“lFA’lf , Where@ is a fixed system parameter

A — f
and P' denotesP' whenK ' =K . As can be seen in (6.6), therefole! consists of two terms,

that is, Elf denotes the sum energy at Phase 1 \MEHe at Phase 0.

It is worth mentioning that the amount Efof in (6.6) is considerable, as comparedEfo. In the femto
cell the signalling energy used by each FUE becolamge due to the presence of self-organizing
operation, due to its random deployment. As a tefrl a giverPlf , a= F’lf / POf at each FUE results

in less than the conventional case (ey< & whereq is for the conventional cellular case). When
—f

activating K ' FUEs, the energy usa&t—gf at Phase 0 depends on bdﬁﬁ and theK " <K FUEs

and thus its amount becomes notable. Thereforegakto consideration botfE; and E, is worthy

for further investigation.

6.1.3.2 Case whenl /" < | : Impact of K "andP, on P

Under the interference requirement, we now aim ralyzing how muchPOf should be chosen to

—i
satisfyl Ofm <1,. First, by using (6.3), (6.5) and (6.6), it cansh®wn that for a giveK , Iofm in (6.4)
is written as

K
On K ZP IPL,. (6.7)

K' o) K'
|Ofm:2|0”“ =—F> R"/IPL .+
| K

i=1

K' fRf
mZP;/\f IPL,. + Onl K ZP Ay IPL,. (6.8)

f i

i=
where the two terms on the second right hand sfde(@n?) represent the sum cross-interferences
occurring at Phases 1 and 0, respectively. It iglwmentioning that in (6.7), the first term isatd to

Elf while the second term results from usEv(b. Moreover, (6.8) can be obtained by inserting both
R"=R'A, andR" =R/ A, into (6.7).

Based on (6.8), we consider the worst scenarigfarence when all FUEs are deployed at a corner of a
femto cell nearest to the MBS. This is in ordernweistigate the impact of the maximdrgflm on the
MBS performance. Particularly, leh; =/ , Ui in (6.8) be strongest by settig” =r ", Oi .
This reveals thd?of‘ = F’Ofo . Meanwhile, it reveals that the minimthLfic = PLfoc , Oi are concerned

since r'o<<r™ in practice. Therefore, it can be obtained that tme worst scenario,
A IPL.. =N IPL_ are maximized, in whict J™ becomes strongest.
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By using the above consideration, it can be shdwahinh the worst scenario, (6.8) is simplified:

£\ /10
m _(pf AL

Iom_(p1 +K'P, {HJ o,. (6.9)

Inserting (6.9) into the constraiﬂnﬂm <l,in (6.4), it can be presented that in the woesnario,
we have

£\ /10
I|m<| R +xR )| <ppm 6.10
o<l = (R o e B (6.10)

In (6.10), letl , =/7O, P™ denote the maximum toleration threshold by the MBBere® P" is the
receive power on average requested at the MBSifsoawn MUEs, and7 [1[01] is a given constant.

Therefore, it can be obtained from (6.10) t}%f satisfying IOfm <|_ should be with respect to

K f ,F)lf ,and/]Prm

(o]

- c LS 110
Pl <K' 1(/7Prm(r f /rfo) —Plfj (6.11)

It can be analytically seen in (6.11) that for egivparameters such 9", r', and L;, F’Of

decreases with respect to bokh" and P,' while maintainingl /" <1 . Particularly, P, scales
inversely with the order oK " in a given Plf while for a giverK ", POf linearly decreases with

respect toF’lf . Therefore, it is worth mentioning that the femédl oetwork should autonomously select
POf , Plf , andK " so that the maximum interference tolerated by Nt&S can remain less than or

equal tol ;.
6.1.3.3 Case whenE " < E_: Impact of K "andP, on P,

— f
Let E,=E" in the extreme case wheK' =K . In order to maintainE' < E_ for a given

—f
K’ <K, then, we can obtain

P <Kot -K'at+1p'.
It can be seen from this equation that when ssim'gf)Ef <E,, F’lf is represented with respect to
bothK " and POf = af_lF’lf . For a givenP," | this equation shows that the transmit powerHerdata
decreases withK " . Therefore, for a giverlK " the use ofF’lf satisfying the energy requirement

provides the power gain of, at moélzfa’_l -K'a™ +1), as compared to the extreme case when
f 1wt . f_Bf

K'=K (e,PB =F").

6.1.3.4 Case when bothl "< |_and E' < E,: Selection of K " and P,

Now we consider the case when bdtfi' <1 and E' < E_ are maintained simultaneously. Then we

investigate the impact of this constraint on séecof both F’Of and F’lf and it will be shown how the

— f
ergodic sum capacitC, behaves in terms d?’of and Plf foragivenK " <K .

To this end, we refer to the above two equationsrandll thatPOf = a’_lF’lf . Then,it can be achieved

— — f
that for a givenK ' FUEs andK " <K, P, and P, should satisfy
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_ < \Lbo

Kla'-K'a™+1 P )"
— o

sothatl " <1 andE' < E_ are maintained simultaneously.

It is well known that the expression of the ergalion capacity of a femto cell can be expressed as a

function of the SINR by the best femto UE. That@, = |ng(1+ ,L_)X*) where X" = E(0"). Using

the above two power expressions as well as the @syimexpression for the distribution of [135],

the asymptotic expression for the ergodic sum dapean be obtained as a function onlyléff after
mathematical operations as [136]

C, = log, {1+ G*' (u(K ", d) + B(K ", )))
where p = p/ P, and we denote that

— ¢\ Lo
o K -K'+a pm(iJ p(K'.d)+B(K' d)@

K'+a “lrh UK d)+B(K" d)w

— f
is the resulting power gain as compared to theeexgrcase whelK ' = K

6.1.4 Numerical Results

Consider a co—channel femtocells network, wheré éamto service coverage has a radius of 10 (meters
We llustrate in this section numerical results foe performance of a femtocell-or-interest that is

deployed at the distanado € {50; - - - ; 100} (meters) with respect to the MBS. Let theegi
interference threshold be n €{10-2; 10-3}, and the  system  parameters

a = 4/3, the numbed of antenna at the FAP isd {1; 2; 4} and K D{ 4,U]I|]20} are used.

In Figure 6-1, the normalized interference towdrd macrocell by its receiving power from macrocell
own users is depicted versus the relative distéhgebetween the FAP and the MBS. As can be seen in
this figure, aglo gets shorter, the interference by the proposedmetremains at the target level while
the interference by the conventional cases incseasgo decreases. Therefore, it can be observed from

this figure that the use of properly adjustlé’éﬁ benefits in maintaining the interference undertdrget
level at various distance®.

— f
As compared to the non self-organized conventi@maake when using both a fixdd" =K and a
constantPof , Figure 6-2 depicts the ergodic sum capacity wethe average SNIﬁ in the case when

optimizing both Pof andK". As per this figure, the proposed admission cdmtnd resource allocation
scheme is superior to the conventional case. Iticpéar, whendo = 100 (meters), it can be seen in this
figure that at Ce = 3 bits/s/Hz/cell, the case whetonomously adjusting botﬁ)f and the optimal value

of K" obtains about 16 dBm power gain against the cdiomal case. It is worth mentioning that such
a gain is achieved with no extra sum energy usage.
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Figure 6-1:Comparison of the proposed scheme against the ntiomal one when using no adjustment on
— f
F’Of and a fixedK = K ' has been illustrated in terms of the normalizeerfatence from femtocell to

macrocell versugl | . For this comparisonKf D{4,8} KT ZRf , d, O {50100} m,r o =10m,
n = 0001, a =4/3,andd = 2are used.

9 \ \ \ 7
& Conventional scheme 1 1 1 :
8- o e s i R
i}Wm%wsmamomwmg%aMK;t ; ; ;
Tr===- T o e S %****‘ ****}****%*****
S . A
556777777 77777 Ly > S o
R s R R
= 1 1 1 1 1 1 1 1
o e T S B i ey - i S
P A R .
S~V C T S H— o N -
w | | | | | | | |
e e S it e Tl - i i
R e B R
\ i i i i i i

Average SNR
Figure 6-2:Comparison of the case when optimizing b&@pf and the value dK ' to the conventional case has

been depicted in terms o€, versus the average SNEt = 4, Rf =8 K D{L...Kf} , d, =100m,
ro =10m, n = 0001, anda = 4/3are used.

Public Information Page 102 (126)



B&en’@ D4.3V1.0

6.1.5 Conclusion

In this section, a two—tier co—channel femto caeliéwork was considered. We proposed an admission
control and resource allocation scheme in a digteith fashion, which aims at balancing the energges

by femto cell users between the signalling anddh& transmission. Developing the generic energy
usage model by the femto cell users, it was prapts@autonomously select both the number of a@dat
femto cell users and their power levels. In thestoase interference scenario towards the macydicell
performance of the proposed system has been adabumd the achievable gain was analyzed by
presenting the asymptotic ergodic sum capacity esgion in the closed—form under the realistic
constraints on the interference— and the energyiragents. Clearly, it is noted from the resultghis
work that when self-organizing the energy usage f&mto cell of interest, the proposed scheme litsnef
the enhanced cell capacity with no extra sum enesgge within the femto cell.

6.2 RF Front-End Functionalities for Self-Optimization

Fitting the downlink transmitted power in admissil#vels and working with accurate transmitted powe
is the desirable working state for the transmitler.6.2.1 an implementation of power control for
downlink that combines open-loop and closed-loogeiscribed as solution to both, following changies o
transmitted power desired in power control methodelf-optimization, and accurate operation during
periods with “temporal fitted power”. As “tempoféted power” we refer to periods in which transimit
power suffer no change of level. Also the impleraéinh of mechanisms that allows automated detection
of potential user load in uplink is described inctB® 6.2.2. This mechanism is useful to implement
energy saving when there are periods of low usst o no user at all. In Section 6.2.3 an estimatid
power consumption for the front-end is shown.

6.2.1 Implementation of Power Control in downlink

Closed-loop power control described in Section2r2fers to feedback power control implemented. It
determines the error between the measured traesihpitiwer and the desired transmited power. Based on
this error, the system adjust the transmit poweadjysting the gain amplifier.

Open-loop refers to power control adjust the trattech power in response to power control commands
produced by operational parameters and/or envirataheonditions. This open-loop does not include
any means to verifying the accuracy of the trangiver. The combination of open-loop with closed-
loop avoids [35] that the transmit power drift awfagm the desired transmit power. This change from
desired working point can drive to violation of alge power requirements. The block diagram is shown
in Figure 6-3
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Figure 6-3: Closed-Open Loop Control Power Transmiter Block diagram

Detection Circuit extracts a small portion of thmapdified signal Ao, measures the power, provides th
measured power Pm to the Power Control Circuitdeliyers the output signal to the radiating system.

The Amplifier Circuit has one variable gain amplifi@/ GA) to amplify the input signal obtaining the
output signal at a desired level. The VGA variesrigsponse in accord to Ag provided from Power
control circuit. Apart from the VGA, the AmplifieCircuit has a High Power Amplifier HPA that
provides the desired level of the Output signal.

Power Control Circuit generates the gain contrghal Ag responsive to power control commands Pc
and/or the measured power Pm from the Detectiocu€iduring open and closed loop. It also adjugis A
during transitions between both loops in a way thate are no power deviations.

The processor includes a look-up table and an iok&tipn circuit. In response to a power command, th
processor executes the look-up table to obtainedicend open loop references, Tc and To. It also
generates the selection signal S to the gain dtertrim response of a detected power Pm. When Pm
meets or exceeds a predetermined threshold, paragsserates S to instruct the gain controllerelect
closed-loop gain adjustment Gc. If it is less tlwethreshold processor generates S to instructdhe g
controller to select the open-loop gain controGer.

The Look-up table (LUT) stores a plurality of opewep and closed loop references in an ordered list
corresponding to the power control levels.

Interpolation Circuit modifies the closed-loop nefiece Tc to provide a finer resolution than avadabl
with look-up table alone. Modifying the closed-lomgference Tc when transitioning from open-loop to
closed-loop control avoids the large steps thasedlne undesirable discontinuities.

The closed-loop controller generates the closed ¢rop adjustment based on the difference betwesn th
measured power Pm and the closed-loop referencé hcludes a combiner and VGA converter. The
combiner determines the power difference betweenaRth Tc during close-loop, where Tc digitized
target power level selected from the look-up tdd@lsed on a selected power command Pc. The converter
maps this difference of power to a digitized VGAugato generate the closed-loop gain Gc.
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VGAOpen-loop controller generates the open-loop gainb@sed on the open-loop reference to and
provides open gain Go to the gain controller.

The power control circuit adjusts the gain of theialdle gain amplifier to meet the power requirersent
To do this, the gain controller selects one of tlisad-loop and open-loop gain adjustment values and
adjusts a gain control signal Ag based on the smlegain adjustment. The gain controller comprises a
switch and a register.

6.2.2 Aspects related to uplink RF Front-End

The listening capability of the femtocells may balged independently from other functions of the cel
[139]. In that case, those cells may monitor, wresuested, interference over thermal (I0T) raticictvh

is obtained based on Received Interference PovweeTharmal Noise Power (RIP) and (TNP) [41]. When
a femtocell detects high load, it may request tiverofemtocells within its coverage to provide theil
measurements, and then using its proprietary dlgoriin most cases the femtocell will be able talfi
out which hotspot cells are the most appropriateetwe higher load. Therefore, those femtocellddcou
activate the appropriate cells for boosting capawitbile keeping other femtocells in sleep mode. The
femtocells can also use their own IoT (RIP and TNPgompare with a threshold. If the signal is high
enough the femtocell leaves its sleeping state/ rBade and takes care of the potential traffic in the
surrounding.

Letting this functionality working in automated moiihe Eco-mode [140] can be activated when the load
is under the threshold level. In Figure 6-4 a Ffentl scheme with uplink level threshold comparator t
activate the eco-mode is included with the fundlities described for downlink power control deksed

in Section 6.2.1

)

7'y > LNA » FILTER » Receiver Circu ——»
Output signe
RECEIVER
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RECEIVER Eco-mode
CONTROL signal

TRANSMITTER POWER

A 4

CONTROLLER
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COUPLING + — pA  |e VGA e Transmitter
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CIRCUIT
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Figure 6-4: RF Front-End main modules.
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6.2.3 Impact on energy saving

There are various factors impacting on the developroé RF components and systems that are being
researched and investigated. For general commionisasystems, for example, there is the continuous
movement towards smaller, secure systems that hasreased functionality and reduced power
consumption.

The receiver or the transmitter has to switch tostiaadard or to the operator featuring the morieiefit
characteristics. There are also similar requiremeoteerning battery and performance management. In
fact, relating to the electromagnetic environmémd, performance of the receiver/transmitter cambee

or less relaxed in order to save energy, which keyaissue in the case of portable communicatibms.
this case the system has to be smart enough tsehbe best configuration by trading off the eleatr
performance (that is, linearity and noise figunedl ¢he power consumption [142].

The simplest way to describe a wireless communicatiodule [141] could be defined as described in
Figure 6-5.

Prre = V
Baseband J —
Tx Circuit » PA »
Digital signal %
b4
Processing %) -
- =
Circuit Rx Circuit L
P
Prs/Prs Prrr )

P.e/Pes.  Power consumption in baseband circuit for transmitting or
receiving {mw)
Pre/Page: Power consumption in front-end circuit for transmitting or receiving

{mwW)
B Powerr consumption of PA for transmitting (mW).
B Power consumption of LNA for receiving (mW)

Figure 6-5: Communication Module Structure.

Based on the structure and power consumption dfi eamponent, the total power consumption for
transmitting and for receiving, denotedPyandPR, are specifically given by:

P (d) = Pg +Pe+PA(d) = P, + P, (d) (6.12)

Pr = Pre+ Prrr+ PL = Pro (6.13)
where PA(d) is the power consumption of the power amplifier ebhis a function of the transmission
range,d, that is the desired coverage and interference.l&iatePTB and PTRF do not depend on the
transmission range, the two components can be meddels a constanfTo. Similarly, the power
consumption of the receiving circuitry can be mdstelas a constanBro, sincePRB and PRRF are
clearly not dependent on transmission range, Rin also a constant while assuming that the LNA is
properly designed and biased to provide the negessmsitivity to reliably receive, demodulate and
decode a minimum power signBRx-min

While there are many types of RF power amplifithg, total power consumption of a power amplifier,
Pa (d), will depend on many factors including the spedifardware implementation, DC bias condition,
load characteristics, operating frequency and Pifaudipower.
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The power amplifier delivers RF output powBTx to the antenna. In general, the required RF autpu
power, PTx(d) for reliable transmission will depend on the traission ranged, this is the desired
coverage and interference to other cells and foresgrs.

The total power consumption of the PA is giverFAmg and is the same &A defined above. The ratio of
RF output power to DC input power is called therdedficiency (denoted ag) and is given by:

1] = Prx/ Poc (6.14)

By definition, the drain efficiency of a PA will bess than 100%. For example, simple class A power
amplifiers have a maximum drain efficiency of 50%tegual amounts of power are dissipated in the bias
circuitry and in the load. The drain efficiency Mipically vary when the output power deliveredthe

load changes. In particular, for most types of poavaplifiers, the drain efficiency increases wiilecis
increasing and reaches its maximum value wPtreaches the maximum output powenax

By combining the concept of drain efficiency withetformula described in the previous part of this
section, the power consumption of the communicatimdule can be modelled as:

Pr() = Pro+ Pr(d)//] (6.15)

Pr = Pro (6.16)
During dormant or Eco modes the total consumptiofPistal = P1(d) + Pr = Pro + Pro (6.17) if the
PA is completely switched-off.

Some RF components that can be used to implemeRttismitter and receiver have Enabling Entries
that can be used to implement power saving perdtn the FAP enters a no user load period. During
these periods transmitter can be shunted down lgd@ceiver operates in order to detect user load.
Base band dual amplifiers used in Tx circuit thatesar in Figure 6-5, using current available devite
amplify signals 1/Q to enter in modulator, consuft in normal operation mode and they reduce its
consume to less than 10mW [137] using shunt-dovtioiopl/Q modulators, also part of Tx circuit, with
shunt down mode can pass from 250mW normal operatiode to less than 1mW in sleep mode [138].
Current power amplifiers used in LTE handsets evenrpurate internal coupler to use in the power
control loop. This type of devices also has sawpgration modes that reduce consume.

7. Extensions to the Mobile and Relay Femto Scenarios

The following section investigates both fixed andbiteofemtocell relays. First, leveraging on the TDD
underlay at UL FDD proposal [175], [176], a fullexing transmission scheme is presented in which a
femtocell relay transmits and receives simultanlouSecond, preliminary results on the mobile
femtocell relay are presented thereafter.

7.1 Full Duplex Based Transmission for Fixed FemtocelRelays

Cooperative communication is an alternative to eghispatial diversity even with single antenna cevi
[148]. In a cooperative scheme a relay helps thecgoto communicate with the destination, and its
behaviour is dictated by the cooperative protosalsh as amplify-and-forward (AF) and the decode-and
forward (DF), or their variants selective and imaemtal [148-149]. In the Selective-DF (SDF) theayel
station forwards the source message only if itierdree. Nevertheless, with half-duplex (HD) r@slithe
cooperation suffers from a multiplexing loss, bessadhe relay listen in a first time slot and then
retransmits the message in a second slot. Sevatdlons have been proposed trying to overcome the
problem of HD constraint as in [150-151] and refiees therein. On the other hand, incremental
cooperative protocols, such as incremental-DF (JO0idn overcome the spectral inefficiency of HD
cooperation through the exploitation of a returaraiel between nodes [148-149]. In the IDF protduel
relay only cooperates with the source if a retraassion is requested by the destination, so thiat riot
necessary to previously allocate a time slot ferrtflay operation.

Furthermore, cooperative FD relaying does not suff@mn multiplexing loss and hence can achieve
higher capacity than HD cooperative protocols [148netheles, perfect isolation between transmitted
and received signals is often not possible. Intaracisolating the transmitted and received sigighot
straightforward, once the transmitted power is ralynmuch larger than the received power [149].
Probably the most known FD schemes are multi-hdp-NfH) and block Markov encoding (FD-BM).
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Multi-hop is the simplest relaying technique wHiB-BM is quite complex to implement, albeint being
the best known performance achieving FD scheme, 1529. In [152] the FD-BM technique is analysed
and the authors derive the outage probability oideal cooperative FD-BM scheme. On the other hand,
practical FD schemes have been proposed in whistciinsidered that there is a power leakage betwee
transmitted and received signals, also known gs iorference or self-interference [153,154,155¢r
instance, the authors in [153] show that prackMH scheme is feasible even if the relay facesnst
self-interference. Moreover, it is also shown thBtMH relaying enhances capacity when compared to
the HD scheme. In addition, similar conclusionsevebtained in [154-156]. In our proposed solution,
we consider a practical FD relay, with loop intezfece, which may operate under a multi-hop relaying
scheme. We assume that the relay employs the DBqmloMoreover, we assume that the relay receivers
are able to apply successive interference cancrlé8IC) [L57] on the received signals. Therefore, based
on [157-158 we determine the rate regions and evaluate teigual outage probabilities. Due to the
causality constraint the relay is not able to reenthe self-interference through SIC, which redutes
performance when compared to the ideal FD relayldop interference). Nevertheless, we show that
even in the presence of a strong interferencetliek-D-MH scheme is feasible.

7.1.1 System Model

Consider the uplink (UL) of a heterogeneous netvemrkiposed of a femtocell and a macrocell. The latter
is characterized by one macro user (MU) commumigatvith its serving macrocell base station (MBS),

while the former is composed of a source (S), whialm be a femto user, communicating with a

destination (D), which can be seen as another fers¢o. The communication is established through the
help of a full-duplex relay (R), which can be sesreither a femto base station or dedicated relay.

There are at least two possible scenarios regatd@gosition of the MU:
1. The MU is far from the femtocell, and therefore tfemtocell can operate normally
considering that the MU does not interfere with fdmatocell.
2. The MU is close to the femtocell and therefore fieters with the femtocell communication.

Figure 7-1 illustrates the heterogeneous netwarkyhich we emphasize the interference links. Notice
that we assume a practical full-duplex relay whalffers self-interference (loop interference). As
aforementioned the FD relay can be transmit andivecsimultaneously. Nevertheless, perfect isafatio
between transmitted and received signals is oftempassible, once isolating the transmitted andived
signals is not straightforward given that transeditpower is normally much larger than the received
power [148]. Therefore, we assume a self-interfezesignal which is the leakage of power from the
transmitted to the received signal. We model tHeisgrference link as a Rayleigh fading channel,
considering that the antenna isolation considerabtiuces the LOS component and that the general
behaviour of the channel is due to scattering [155]

haronBs

\\\\ §\~\\\ Y I\IBS

Interference .

Figure 7-1: Heterogeneous network composed of mlaelmacrocell and a femtocell. Note that the
femtocell user uses a relay node to expand itsrageeand improve throughput performance.

We assume that either R or D is able to employ essice interference cancellation (SIC) on the MU
interference signal. Moreover, we assume that idir is seen as interference at D, and theredare
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also be removed through SIC. In this case, we emntke channel as a three-user multiple access
channels, and the rate regions can be defined [d$1158]. As shown in [159], SIC can be appliad i
cellular networks, while an example of applicatimm a femtocell scenario can be found in [160-161],
where half-duplex nodes are able to cancel theference through SIC.

7.1.2 Numerical Results

We present the initial set of results based onptioposed scheme. We assume that the MU is far away
from the femtocell. Therefore, the interference edusy the MU can be neglected. Figure 7-2 shows the
overall outage probability considering that the Nélfar from the femtocell. It can be seen that FBFM
(ideal case) considerably increases the performanan in the presence of strong self-interfereanu
strong interference at the destination. In thisscage conclude that the self-interference caudesver
reduction on performance when compared to theferemce at D. On the other hand, Figure 7-3
illustrates the overall throughput as a functiortfed average SNR of the S-D link. From the figue w
can see that the FD-MH considerably increases énfeimance achieving in the ideal case 10dB of gain
in SNR when compared to the direct transmissionticdathat the throughput is limited by the S-D
interference. Therefore, we aim in the next stepddfine the outage probability and rate regiond an
apply SIC at the relay and at the destination. TighoSIC, we aim to achieve a performance closhdo t
ideal FD-MH which serves as a benchmark.

Outage Probability

=== —
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| | | I 3.
= Ysp
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Figure 7-2: Overall outage probability. The proposaheme considerably increases performance.
However, the performance of the FD-MH is reducedhgyinterference at the relay (self-interfererare)
at the destination.
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Figure 7-3: Overall Throughput. FD-MH considerabhcreases the throughput performance when
compared to the direct transmission.

7.1.3 Conclusion and Next Steps

We have shown preliminary result about the usadelbfiuplex transmission for small cells, in whiah
femtocell base station serves a fixed relay. Inrikar future, we will define the rate regions ahd t
outage probability of the proposed scheme consigehiat the MU is close to the femtocell. Moreover,
we will analyse the throughput for the second d¢asehich the MU is close to the femtocell. In adufit,

we plan to expand the proposed scenario considénatgthe femtocell can serve as a relay for the MU
user exploiting different possibilities of backhagl, such as wired and wireless.

7.2 Moving Femtocell Relays

7.2.1 Problem Statement

Fixed relay nodes are one of the main enhancirfintdogies adopted in LTE-A (3GPP release-10), and
provide enhanced cellular coverage by increasimginfrastructure density, at a lower cost and with
shorter deployment time than traditional base @tati A coordinated and cooperative relay system
(CCRS) consists of a closed group of moving re[dR) mounted onto transportation vehicles, such as
high speed trains, passenger ships, or buses. TRSQrovides innovative architecture enhancements
for LTE-A systems, extending the concept of relayfitogn static areas, to densely populated, high speed
transport systems, in order to provide efficierd agliable cellular coverage for passengers. Thes st
local macro cells thereof may operate in sharedts® and network resources of the donor cellular
system. The deployment of CCRS should be an inegraxtension of the donor cellular network in
terms of network protocols, capabilities, capacityd MRs must appear to user terminals as tradition
cells, in order to maintain compatibility with LTEarsequipment (UE).

The 3GPP requirements for LTE-A state that netwodhitactures should remain as unchanged as
possible, while considering support of advancedufes, such as carrier aggregation for flexible
spectrum use (FSU), plug and play eNodeBs foraeglfnising and self-optimising networks (SON), and
new relay architectures. Particularly backwards matibility must be maintained with LTE (release 8)
networks, when considering relay architectures, i'eEE user equipment (UE) must be able to access
LTE-A systems, and vice versa.
The deployment scenario, characterized by a densepulated, closed coverage area, containing
potentially hundreds, to thousands of potential ilealsers poses many challenges:

« Resource allocation in order to provide sufficigrtiigh data-rates for the base station to MR

backhaul link(s), in order to support the potehtialhigh number of users onboard, while

maintaining fair sharing of resources with normalcno-cell users.
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« As a MR cell may be travelling across cities, oereeountries, for hours or even days, a robust
cell configuration scheme against all possible glearof donor cellular systems along the route
is desirable.

< Duplexing operation is essential, i.e. how to atecand schedule resources for a RN to switch
back and forth between communicating with donor a®B (DeNB) and communicating with

UE efficiently, without impact on existing structgrand operation of the air interface of the
donor cellular systems.

7.2.2 CCRS System Model

2 interf:

\
\
\
\
\

, I
/

L meters——/

, i

\
\
\

—JOPIOQ [[80-- === mmim

. /
N //
N /
\ \\\\\

l;i/ﬁ i
RN#N RN#N-1 X2 interfacey

(] [ |

movjng cooperative cell gi nup@ @ @@ @ @ L,
i

000 O 0 0O

—moving trainm-

Figure 7-4: Considered network topology with twaxdneNodeBs and a mobile femtocell train.

The CCRS is made up of a group of MRs, each of wisicesponsible for a local cell (within a carriage
and which may have a backhaul link established igiNodeB. The CCRS may be connected to multiple
eNodeBs at any given time, as well as multiple lpgrbackhaul links to the same eNodeB. The donor
cellular system may control and coordinate thesbilmdackhaul links, together with smart cooperatio
between the MRs inside the CCRS. A new interfaadefined (crX2) interconnecting the MRs, used for
cooperation in duplexing operation, load-balanang capacity sharing amongst the MRs and the local
cells thereof, and connection and mobility managemEhe crX2 interface may be wired or wireless, and
if wireless preferably out of band to avoid inteefiece to cellular users.

7.2.3 Simulation Description

The primary assumption made for simulation of theRSGs that the backhaul link (eNodeB to MR) is
the capacity bottleneck of the whole system. therefore assumed that the MRs are able to share th
backhaul capacity effectively amongst the servestsuthrough the access link (MR to UE) within the
train. Therefore the access link is not modeletha simulator, and the throughput of train usergmwh
served by a MR is calculated by simply dividing theckhaul throughput of the MR by the number of
users of the MR. The duplexing operation of the IdRalf duplex with a static 2:2 split for backhaad
access link communication. Simulations are camigidwhere all train users are connected to the orétw
through a MR, or all train users are connectedctliréo a macro eNodeB.
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7.2.4 Simulation Layout Generation
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Figure 7-5: System layout generation highlighting mobile femtocell’s trajectory.

The simulator layout consists of 19 tri-sector eNBglorming a 57 cell central layout. The 57 celis a
then replicated around the edges of the centrhlageut, to form the 399 cell wrap-around modedwh
in Figure 7-4. The wrap-around model is used sottieae are equal levels of intra-cell interfereatall
cells in the central layout. Macro UEs are everngjributed throughout the 57 central cells (blunis).
A train consisting of 8 carriages is dropped ranigoom a track (cyan) that runs through the celblaty
with radius of 4Km (typical for high speed trainds), such that the whole of the train is alwagidm
the central 57 cells. A second train may also lpjgied traveling in the opposite direction, howeoer
the following simulations only one train was drogpe the layout. Each carriage has a MR (red pots)
the center, and train UEs (green points) are eveislyibuted throughout and inside the carriageskd
blue border). The trains UEs are paired with the &iRhe carriage in which they are located, if they
connected to the MR, otherwise they are paired thig¢hclosest 57 cells as are the normal macro .users

Moving Relay and train UE Channel Model

All links use the Urban Macro fast-fading modeldashadowing with distance dependent correlation.
The path-loss model used for the normal macro usalso urban macro. The path-loss model used for
the backhaul link from eNodeB to MR is “Macro-tdag’ in 36.814-v150 table A.2.1.1.2-2:

PL, o (R) = 100.7 + 23.5log,, (R)

PLy1os (R) =125,

3.2 6.3log,, (R
0.
PLOS(R) = min(

"’ . _R
. 1) % (1 — g[_D.DT‘: z'] + gm0

+ 3
018
R
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In the case of the train users connected direotihé eNodeB, the same path-loss model is usethéor
eNodeB to train user link as the eNodeB to MR liwkh a 5dB penetration loss added.

Scheduling and resource allocation

For the following simulations, round-robin schedglis used. Each macro user is assigned one tohe sl
Train users connected directly to a macro eNodeBereduled in the same way as normal macro users.
MRs are allocated as many timeslots as there aire users they are serving, so the total numb&mef
slots allocated for all MR is equal to the totaimhber of train users. When train users are servedigin a

MR however effectively two time slots are allocateet user, as every time slot following a timeslot
allocated to a MR is left blank. A simulation paeter ‘MR Selection’ allows for only the strongesRM

in a given cell to be scheduled. In this case itihe slots for users within carriages of the ‘digabIMR

are allocated to the scheduled MR. It is assumefthie MR are able to cooperate amongst themstives
serve all users in all carriages fairly in thiseds the following simulations, the parameter wWasbled
however, and all MR serving train users are alledaesources.

Simulation Parameters

Table 7-1: Simulation assumptions

System Bandwidth 10Mhz (50 PRB)

Propagation environment Urban Macro

Base station sites 19 (57cells)
Base-station Tx Antennas 1

User Rx Antennas (macro and train) 2
MRN Rx Antennas 4

MRN Rx Antenna height 5m
Train velocity 300Km/h
Train carriage length 30m
Train carriage penetration loss (eNodeB to train | 5dB
user)

Number of Macro users 570
Number of trains 1

Number of carriages per train (= Number of MRN) 8

Number of train users 20

MRN Duplex Half Duplex, static 2:2 split

Scheduling (backhaul link) Round Robin, 1 time glet user

Number of drops 400
Channel samples per drop 300 (1ms between samflé$) =
Traffic Model Full-Buffer

Two simulation cases are considered. In the firse @l train users are connected directly to thevork
through a macro eNB. In the second simulation edlgeain users are connected to the network thnaag
MRN.

Simulation Results

Macro Users | Train Users Train users Cell (All Cells Serving | Cells Serving

(bps/Hz) (Direct (Connected Cells) MR Train Users
Connection) through MR) (Directly)

1.7618 1.3592 0.9477 1.7467 1.3636 1.6371
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Figure 7-6: cumulative distribution function (CD&)the cell throughput for users connected to the
mobile relay and donor eNodeB, respectively
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Figure 7-7: cumulative distribution function (CD&)the macrocell user throughput for users conmkcte
to the mobile relay and donor eNodeB, respectively
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Figure 7-8: cumulative distribution function (CD&f)the train user throughputs.

Table 7-1 shows the average spectral efficiencyhefrhacro users, train users connected through the
MRs and connected directly to the base stationsyedlsas the average spectral efficiency of alls;el
cells serving macro users and MR, as well as agtging macro users and train users directly. The
results show that there is a large loss in speeffiiency when serving train users through an MBe

to the half-duplex operation of the MR. As a resiilt spectral efficiency of the cell sites serving MR

is also lower than the average for all cell sigex] the cell sites serving train users directly.

Figure 7-7 shows a CDF plot of user throughputfiaicro users throughout all cell sites, macro uisers
cell sites also serving train users directly, aratm users in cell sites also serving train ussgectly
through MRs. There is a significant decrease inutpinput of macro users that are located in cellgrsgr
train users, due to having to share resources. Thamother significant drop in throughput for thacro
users in these cells when the train users aredénveugh MR compared to the case where the trsénsu
are connected directly to the base station. Indhge, due to the half-duplex operation of the M&n
users when connected through the MR effectivelye tak two-time slots, thus further reducing the
available resources for the normal macro users. éffext of half-duplex operation is again shown in
Figure 7-6 which shows cell throughput for all sefior cells serving train users through MRs, aelisc
serving train users directly. Cell throughput iftisserving train users is decreased compared ek

in the layout, however it is reduced even morengihié case of serving users through MRs.

Figure 7-8 shows the throughput of train users wi@mected directly to the network through a base
station, train users when connected to MRs, and trgers when connected to MRs that are cooperating
The throughputs of train users are calculated byirgipghe backhaul bandwidth of a MR by the number
of train users that MR is serving, e.g. the numifensers inside the carriage. For the cooperatasg c
throughput is calculated as the sum of the throutghpf all the backhaul links to the train, shaegdally

by all the users inside the train. In the caseonfperating, the users are train users are shaesmurces

in a fairer manner, and hence there is less vagianthroughput. The results are very similar for tase

of the train users being connected directly tortevork and being connected through a MR. However
the half-duplex operation increased the amounésdurces required in this case, since the schediodsr
not schedule resources in the TTI following a traissioh to a MR.

7.2.5 Conclusions and future work

The initial simulation results of the high speedirtracenario show that in the case of the chosen
simulation parameters, the CCRS does not improgethtoughput of users aboard the train. However

Public Information Page 115 (126)



B&en’@ D4.3V1.0

with cooperation, the CCRS does improve resoureeirgip at lower capacity for the train users, at the
cost of the throughput of normal macro users inctits the train is located in. Further researaheisded

to evaluate the potential system performance imgment provided by MRN concept. Simulator
development now focuses on optimization of the haaok MIMO-OFDMA link capacity, through link
adaptation and scheduling. Another future resetmpit is related to the full duplex operation with
MRN. It would not be a fair assumption that the kel link is the capacity bottleneck if the MRN
operation were full-duplex, as interference tontrdie from macro eNBs would be significant. Simulator
development underway includes modeling of the actiek (MRN to train UE), which will allow for
simulation of CCRS with full-duplex operation.
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8. Concluding Remarks

This document has discussed the latest findingsimitiP4 tasks where the following research iterms
were carried out. First, an overview of self-orgation networking (SON) techniques was given with a
taxonomy and state-of-the art literature on interiee management in the context of SO, distributed
machine learning and RF front-end functionalitiesréby laying the foundation of the proposed SON-
enabling techniques.

Next, the architectural requirements of SON 3GPBeEEMTO HeNB were discussed in addition to a
look into recent Release 10 additions to SON fumgtiand the extension to interference management
case. With respect to SON for interference minitigza the impacts of dominant interference condgio

in the downlink when macro UEs are in close progmnuof femtocells were assessed. Markedly, the
BeFEMTO milestone of 8 bps/Hz average femtocell spkefficiency was achieved in a macro/femto
network equipped with 4x4 antennas MIMO spatialtipldxing mode.

Furthermore, SON-enablers for interference minitiorawere examined as a means of minimizing the
overall interference per resource block (RB) gemeeraoutside the femtocell coverage range while
reducing the transmission power in each RB. Finalbectral efficiency enhancement on the acceks lin
of outdoor fixed relay femtocells through SO of elliitennas tilt was also investigated.

With respect to SON for radio resource managenaesef of innovative SON-enablers for radio resource
management were presented. First, the SON paradfighacitive learning was presented where a femto
BS learns the interference control policy acquingdan already active neighboring femtocell, leadimg
significant energy saving during the startup amarrieng process. Second, femtocell-aided macrocell
transmission is presented as a means of improviegérformance of cell-edge macrocell users with a
reward mechanisms using spectrum leasing for catiperfemtocells.

Finally, interference coordination schemes in thatial domain were analyzed and shown to improee th
performance of UEs suffering from strong interfenc

With respect to SON for energy efficiency, an adiois control and resource allocation scheme was
proposed, aiming at balancing the energy usagesitmof cell users between the signalling and the data
transmission. Additionally, RF front-end functiotigls for SON weree presented including an
implementation of power control for downlink cominig both open-loop and closed-loop.

Last but not least, the BeFEMTO use of case of fixed mobile femtocell relays within Task 4.4 was
studied and preliminary results were provided Far tase where the macrocell user is far away fham t
femtocell. First, full duplex transmission was saatlin the context of full duplex femtocell relaysan
indoor environment where the goal was to extendtiverage of indoor users.

Therein, femtocells were reusing the macrocell kpDD band whose concept was also studied in
Work Package 3 Task 3.2. As far as mobile femtaeddlys are concerned, a set of preliminary results
were provided for indoor passengers with a maintesis on the in-band backhaul from donor eNodeB-
to moving relays.

The research activities performed in this delivezakbport lay the foundation for further activitiesvard
the main focus of WP4, that is, innovative develepta of self-organizing femtocell radio access.
Finally, the following Table 8-1 summarizes the majmovations which are targeting the 8 bps/Hz.

Table 8-1 Average spectral efficiencies of main ctributions

Average femtocell

Innovations spectral efficiency
[bps/Hz]

SON MIMO based techniques for
interference mitigation

Docitive networks 8

spectrum leasing as an incentive for magro-

femtocell cooperation ~6

spatial and time domain based interference 7
coordination in heteregenous networks

Energy aware self-organized networking 8

enabled co-channel femtocell
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