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Abstract: 

This deliverable provides a detailed analysis of multi-cell RRM and SON techniques for networked, fixed 
relay, and mobile femtocells. First, an overview of SON techniques and its architectural requirements is 
presented. An in-depth study of SON techniques for interference minimization, radio resource 
management, and energy efficiency are examined. Notably, it is shown that the BeFEMTO femtocell 
average spectral efficiency of 8bps/Hz is achieved in a MIMO macro-femtocell setting. SON-based radio 
resource management techniques are next dealt with through docition, femtocell- relay aided macrocell 
transmission and interference spatial coordination schemes. The issue of energy efficiency is examined 
within the context of SON where an admission control and resource allocation scheme is proposed, as 
well as a RF front-end functionality. Furthermore, the extension of SON techniques to the scenarios of 
fixed and moving femtocells relays is presented. 
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Executive Summary 
Due to the expected high number and thus density of femtocells and their unplanned deployment, low 
cost deployment and management mandates the use of self-organization and self-optimization. Especially 
self-optimization of the radio access will allow reduction of interference, optimization of radio resource 
allocation and reduction of energy consumption while at the same time minimising the complexity of 
network management. This deliverable examines each one of these self-organization techniques, as well 
providing an extension to the mobile and fixed femtocell relay scenarios with preliminary results. 

• Section 2: Overview of SON Techniques. An overview of the issue of self-organizing 
networking (SON) is provided with an in-depth taxonomy. State-of-the art literature on 
interference management in the context of SO, distributed machine learning and RF front-end 
functionalities is subsequently discussed. Major research projects and their contributions to 
standardization activities dedicated to SON activities are also discussed. 
 

• Section 3: Architectural requirements of SON 3GPP & BeFEMTO HeNB: SON use case 
functionalities are discussed with a preliminary analysis of their relevance for the case of HeNB-
HeNB as well as for the case of eNB-HeNB. In addition, a look into recent Release 10 additions 
to SON functions and the extension to interference management case is provided. Finally, an 
overview of ongoing work for Release 11, where a new Work Item on SON has been opened, 
and recent trends is included. 
 

• Section 4: SON for Interference Minimization: The impacts of dominant interference 
conditions in the downlink when macro UEs are in close proximity of femtocells are assessed. 
Next, the performance of a macro/femto network equipped with MIMO spatial multiplexing 
mode is presented. By combining spatial multiplexing characterized by 4x4 antenna 
configuration and interference mitigation, the BeFEMTO average femtocell spectral efficiency 
target of 8bps/Hz is achieved.  In addition, SON-enablers for interference minimization are 
examined as a means of minimizing the overall interference per resource block (RB) generated 
outside the femtocell coverage range while reducing the transmission power in each RB. Finally, 
spectral efficiency enhancement on the access link of outdoor fixed relay femtocells through SO 
of eNB antennas tilt is investigated. 
 

• Section 5: SON for Radio Resource Management:  A set of innovative SON-enablers for 
radio resource management are presented. First, the paradigm of docition is presented where a 
femto BS learns the interference control policy acquired by an already active neighboring 
femtocell, and thus saving significant energy during the startup and learning process. Second, 
femtocell-aided macrocell transmission is presented as a means of improving the performance of 
cell-edge macrocell users with a reward mechanisms using spectrum leasing for cooperative 
femtocells. Finally, interference coordination schemes in the spatial domain are analyzed and 
shown to improve the performance of UEs suffering from strong interference.  
 

• Section 6: SON for Energy Efficiency: Focus is on energy efficiency within the context of 
SON where an admission control and resource allocation scheme are proposed, which aims at 
balancing the energy usage by femto cell users between the signalling and the data transmission. 
Finally, RF front-end functionalities for SON are presented including an implementation of 
power control for downlink that combines both open-loop and closed-loop.  
 

• Finally, Section 7 looks at the issue of fixed and mobile femtocell relays. Focus is first on the 
fixed femtocell relay where a femto BS is used as a relay in an indoor environment for coverage 
extension. Finally, moving relays are investigated with a main emphasis on in-band backhauling. 
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1. Introduction 
The aim of this section is to introduce the vision and rationale of BeFEMTO WP4 activities. 

1.1 BeFEMTO WP4 Vision & Goals 

As outlined in the DoW [111], the BeFEMTO project aims at the investigation into development and 
optimisation of indoor and outdoor broadband femtocell technologies. The femtocell technologies 
designed have to be autonomously self-managing and provide open and shared access. As illustrated in 
Figure 1-1, BeFEMTO’s WP4 vision comprises three major themes, indoor networked femtocells, 
outdoor fixed relay femtocell and outdoor mobile femtocell. 

 

 

Figure 1-1: BeFEMTO WP4’s vision of broadband evolved femtocells. 

 

The theme of indoor networked femtocells is a long-term research theme that has only been slightly 
addressed in the research community, if ever. With networked femtocells, BeFEMTO will investigate on 
advanced cooperation between femtocells installed in buildings such as hospitals, offices or shopping 
malls. This approach goes far beyond any state-of-art femto technology and offers new service 
provisioning for home, office and enterprise environments, and, consequently, new market and business 
opportunities for service providers. From a technical perspective, networked femtocell requires novel 
concepts and algorithms with special focus on; resource and interference management, network 
synchronization, and architectural design facilitating a tight integration into macro and other 
infrastructure networks. The networks of femtocells could be formed by explicit wired connections or this 
networking could be wireless. The latter seems more plausible given the self-organising capabilities that 
BeFEMTO sees as an essential element of future femtocells.  

Mobile & relay outdoor femtocells are also novel and they are to provide broadband communications to 
people outdoors walking or on the move using e.g. public transports. Consequently, we have to cope with 
a wireless backhaul link as opposed to the wireline link used for fixed or indoor stand-alone femto nodes. 
Moreover, moving and relay femtocells have to be tightly integrated into an overall heterogeneous 
network deployment without jeopardizing macro network capacity and quality. This again requires 
special attention for instance to radio resource management, interference management, group-handover 
and admission control techniques.     

From a technical point of view, goal is to achieve a high system spectral efficiency of at least 
8bps/Hz/cell (at a given outage level) and a maximum mean transmit power of less than 10mW for 
indoors femtos. Figure 1-2 illustrates these objectives in comparison to GSM and UMTS/LTE-based 
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cellular systems where spectral efficiency and base station output power values have been taken from 
[111]. 
 

 

Figure 1-2: Illustration of BeFEMTO’s targets in relation to 3GPP based cellular systems. 

 

1.2 BeFEMTO WP4 Objectives & Challenges 

To facilitate above vision and goals, WP4 aims at achieving the following objectives:  
� O4.1: Development of new algorithms to allow accurate real-time geographic location of 

femtocells and autonomous coverage estimation for all the scenarios. 
� O4.2: Development of radio context aware learning mechanisms, in centralized and 

decentralized fashion, and of network synchronization schemes, together with evaluation of 
implications on system stability and on the time-scales of different parameters involved in self-
organisation.  

� O4.3: Research on novel RRM solutions (interference management, resource allocation, 
scheduling, handover, admission control, flow control) tailored to the emerging paradigm of 
networked femtocells. 

� O4.4: Enable integrated self-optimisation of radio access schemes and parameters taking into 
account the required signalling on the control plane as well as the associated energy 
requirements.  

� O4.5: Adaptation and further improvement of above algorithms to the needs of fixed relay and 
mobile femtocells. 

 
To meet these objectives, the following challenges were promised to be addressed:  
� Interference Management. Assuming that femto nodes operate in the same frequency band as 

overlay networks such as macro or micro nodes, a strong challenge is to cope with the mutual 
interference caused. This is even a serious problem since femtocells are likely to be rollout 
unplanned, and, hence, without pre-determined network layout. In order to ensure a successful 
future deployment of femtocells, no matter which theme is considered, efficient interference 
management by coordination between femto and overlay systems with less control signalling 
overhead is of utmost importance. In this context, self-organizing and self-optimizing concepts 
play a significant role aiming for an easy and fast network deployment and operation. 
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BeFEMTO envisages indoor positioning schemes and femtocell coverage estimation techniques, 
as well as other related information, to be incorporated in self-optimisation algorithms to 
improve performance and, more importantly, stability of operation. By further including flexible 
transceiver technologies with interference cancellation properties and coordinated multi-point 
technologies into a cross-layer interference management, BeFEMTO envisages a high scalability 
and flexibility to handle wireless signals with very diverse QoS requirements efficiently to meet 
the high spectrum efficiency target of 8bps/Hz/cell (at a given outage level). 

� Link and Access Management. Handover, admission control and, in general, resource 
management algorithms such as load balancing and flow control have to be designed to allow for 
a tight interworking of femto nodes with overlay systems. Especially the flat architecture of 
3GPP LTE/LTE-A mandates the implementation of distributed management concepts, e.g. 
across femto and macro nodes, and it is a challenge to come up with optimal solutions requiring 
less control signalling effort whilst meeting power efficiency, high and diverse QoS constraints, 
as well as the different time-variant channel conditions. 

� Dynamic Bandwidth Allocation and Sharing. Multi-operator band sharing for indoor 
standalone femtocells is a challenging task to be addressed as an approach to allow for efficient 
macro-femto coexistence and enhance capacity. For instance, a flexible allocation of a user being 
served by a femto node of which frequency bands are offered in a multi-operator shared fashion 
allows for assigning the user to the band that jeopardizes macro network transmissions at 
minimum. Furthermore, driven by the increasing diversity of QoS demands, it is required to fully 
exploit the OFDM air interface by allowing for flexible bandwidth allocation. This also includes 
handling backhaul (aggregated traffic) and user- specific signals simultaneously in case of 
fixed/mobile relay femto nodes and networked femtocells, but also takes into account the 
broader scope of jointly managing non-adjacent frequency bands allocated to mobile 
communication systems by regulatory bodies.   

Taken from the DoW of BeFEMTO, the table below summarizes these challenges for WP4.  

Table 1-1: WP4 challenges and innovations versus BeFEMTO themes. 

Challenges / Innovations Networked 
Femtocells 

Fixed Relay 
Femtocells 

Mobile 
Femtocells 

Achieving 10 mW output power objective with same 
coverage & QoS 

X   

Cooperative multipoint transmission X X X 
Integration between macro and relay femtocells  X  
Femto - macro co-existence:  
Interference characterisation, mitigation and 
coordination; centralized and de-centralized 
approaches 

X X X 

Capacity balancing between macro and femtocells X   
Distributed resource management between macro 
and femtocells 

 X X 

Self-configuring  & self-optimising femtocells  X X 
Scheduling for interference avoidance    
Interference mitigation through beamforming X   
Decentralised resource allocation through game 
theoretic and learning approaches 

X   

Range incorporated scheduling  X X 
Integrated femto hop selection and scheduling  X X 
Application of COMP technologies  X   
Resource-efficient and QoS-aware  
routing (including load balancing) 

X   

Handover optimisations and efficient signalling    X 
Handover in open access  X X 
Exchange of control information for radio resource 
management (may be a new X2 like interface) 

X X  

Cooperative positioning techniques X  X 
Automatic coverage estimation  X X 
Radio context aware learning mechanisms X X X 
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Mobility management and context transfer X  X 
Centralised versus distributed learning mechanisms X X X 
Access control for local networks and services X   
Dynamics and time scale for self- optimisation X X X 

 

1.3 Need for Self-Organization 

Due to the high number of femtocells expected and their unplanned deployment in the above described 
scenarios, easy installation, low cost deployment and management makes the use of self-organization and 
self-optimization essential. Especially self-optimization of the radio access will allow reduction of 
interference, optimization of radio resource allocation and reduction of energy requirements, while at the 
same time minimising the complexity of network management. With the reduction of the deployment 
complexity CAPEX and OPEX can be reduced substantially paving the way for large-scale femtocell 
deployment. Therefore, to handle these challenges in a cost effective way automatic, adaptive and 
autonomous self-organization techniques are needed, which will reduce the cost of planning and 
deploying femtocells while achieving optimal capacity in a changing cellular environment. 

The deployment of femtocells in an unplanned way will affect the performance of the overlaying 
macrocell network. The network capacity is expected to increase with the deployment of femtocells but 
the interference level for the macrocells will increase as well, thus affecting the capacity of the 
macrocells. This interference is called cross-tier interference. Moreover, neighbour femtocells may 
interfere with each other, which is called co-tier interference. The management of co-tier and cross-tier 
interferences in a self-organized manner is essential for the successful deployment of femtocells and 
needs to be investigated in detail. This will be analyzed by self-optimizing resource allocation and 
dynamic fractional frequency reuse schemes. 

With interference at bay, an important issue is to determine when, how and whom to schedule resources 
to in the network of femtos. This is part of the radio resource management (RRM) functionalities which 
need to ensure that interference, coverage, capacity requirements and BeFEMTO’s goals of 8bps/Hz/cell 
are met.  

Due to the large number of femtocells the energy requirements of femtocells need to be taken into 
account in the self-organization of the femtocell networks in order to achieve the necessary trade-off 
between energy efficiency and performance. To this end, energy-aware resource allocation schemes are 
investigated. Additionally further energy savings due to power control, with respect to the RF transmitter, 
need to be evaluated. 

In the open literature, as well as projects and standardisation activity, a number of specific functionalities 
have been identified which need application of self-organizing techniques. For example, SOCRATES 
project [77] presented an extensive list of 24 use cases most of which overlap with the use cases identified 
by 3GPP [79] and NGMN [78]. Most of these use cases can be summarised under following 9 specific 
categories: 

1. coverage and capacity optimization; 
2. energy savings; 
3. interference reduction; 
4. automated configuration of physical cell identity; 
5. mobility robustness optimization; 
6. mobility load balancing optimization; 
7. random access channel (RACH) optimization; 
8. automatic neighbour relation function; and 
9. inter-cell interference coordination. 

 
It must be noted that these use cases and the main objectives have strong coupling with each other making 
the overall optimization a difficult task. WP4 deals with the majority of these issues, as outlined 
subsequently. 

1.4 Organization of D4.3 

The remainder of the document is organized as follows.  

In Section 2, an overview of the issue of self-organizing networking (SON) is provided with an in-depth 
taxonomy. State-of-the art literature on interference management in the context of SO, distributed 
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machine learning and RF front-end functionalities is subsequently discussed. Major research projects and 
their contributions to standardization activities dedicated to SON activities are also discussed. 
 

In Section 3, SON use case functionalities are discussed with a preliminary analysis of their relevance for 
the case of HeNB-HeNB as well as for the case of eNB-HeNB (see Figure 3-1). In addition, a look into 
recent Rel. 10 additions to SON functions and the extension to interference management case is provided. 
Finally, an overview of ongoing work for Rel. 11, where a new Work Item on SON has been opened, and 
recent trends is included. 
 

In Section 4,the impact of dominant interference conditions in the downlink when macro UEs are in close 
proximity of femtocells are assessed. Next, the performance of a macro/femto network equipped with 
MIMO spatial multiplexing mode is presented. By combining spatial multiplexing characterized by 4x4 
antenna configuration and interference mitigation, a target of 8bps/Hz is attainable. The next contribution 
looks the enabling features for SON for interference minimization. First it is shown how to assign 
resources in unplanned wireless networks that are characterized by varying interference conditions. The 
proposed method takes the advantages of both central and autonomous resource assignment approaches. 
As the method relies on the measurements of UEs, it is able to dynamically adapt to the interference 
conditions faced in random deployments, thus balancing high spatial reuse of subbands with interference 
protection for cell-edge users. Furthermore, the method has less signaling overhead as existing LTE 
signaling procedures are used. The second SON-enabler for interference minimization is carried out by a 
novel resource management scheme that limits the overall interference per RB generated outside the 
coverage range of a femtocell while reducing the transmission power in each Resource Block (RB). The 
proposed approach shows coined “RRM ghost” significantly improves communication reliability for user 
equipment associated with both the macro base station and femtocells. Finally, the last contribution is 
focused on Spectral Efficiency (SE) enhancement on the access link of Outdoor Fixed Relay femtocells 
(OFR) through SO of eNB antennas tilt. 
 
 
In Section 5, a set of innovative SON-enablers for interfrence management are presented. First, the novel 
paradigm of docition, where a femto BS can learn the interference control policy already acquired by a 
neighboring femtocell which has been active during a longer time, and thus saving significant energy 
during the startup and learning process. Second, femtocell-aided macrocell transmission is presented as a 
means of improving the performance of cell-edge macrocell users with a reward mechanisms using 
spectrum leasing for cooperative femtocells. Finally, interference coordination schemes in spatial domain 
(BSCBS) are analyzed and it has been shown that BSCBS allows improving the performance of UEs 
suffering from strong interference significantly.  
 
In Section 6 we focus on energy efficiency within the context of SON where an admission control and 
resource allocation scheme are proposed, which aims at balancing the energy usage by femto cell users 
between the signalling and the data transmission. Finally, RF front-end functionalities for SON are 
presented including an implementation of power control for downlink that combines both open-loop and 
closed-loop.  
 

Section 7 looks at the issue of fixed and mobile femtocell relays, in which a novel full-duplex 
transmission scheme is proposed for femtocell base stations, which extends the coverage of indoor users. 
Mobile femtocell relays are studied next with a set of preliminary results. 

Finally, conclusions are drawn in Section 8.  
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2. Overview of SON Techniques  
This section gives an overview of the notion of self-organization (SO) as well as self-organizing 
networking (SON) by providing an in-depth taxonomy. Furthermore activities from pioneering papers in 
literature are reviewed. In particular the existing state-of-the art on interference management in the 
context of SO, distributed machine learning and RF Front-end functionalities is discussed in more detail. 
Major research projects dedicated to self-organization are also discussed and how these works have 
contributed to evolving standards and activities in 3GPP.  
 

2.1 Self-Organization Taxonomy 

Self-organization is a very broad term which has received different connotations in the past. For the sake 
of building a coherent BeFEMTO-wide approach, we aim at building a sufficiently complete working 
taxonomy which is elaborated on subsequent sections. 
 

2.1.1 SON Definition 
Self-organization (SO) has been defined in various fields including biology, computer science and 
cybernetics [1]. Since its conception, the widespread use and misuse of the term SO has led to its drift 
from a technical issue to a philosophical debate, as different authors have different interpretation of this 
notion particularly when it comes to designing SO in man made systems. We do not aim to join this 
debate, but rather focus on establishing underlining principles and characteristics that should be designed 
and subsequently observed in systems to be considered as self-organized. Even in the context of Wireless 
Communications Systems (WCS) the concept of SO is not new, but a widely accepted definition is still 
not available.  
 
For instance, Simon Haykin gave a visionary statement on the emergence of SO as a new discipline (he 
referred to as cognitive dynamic systems) for the next generation of WCS [3]. Such intelligent WCS 
would "learn from the environment and adapt to statistical variations in input stimuli to achieve highly 
reliable communications whenever and wherever needed" [5]. Spilling et al. [6] introduced the idea that 
SO should be seen as an adaptive functionality where the network can detect changes and based on 
them, it makes intelligent decisions to minimise or maximise the effect of the same changes. Yanmaz et 
al. studied it from a more biomimetic perspective and defined it as phenomenon where nodes work 
cooperatively in response to changes in the environment in order to achieve certain goals [7]. This notion 
further characterises the behaviour of individual entities of systems and identifies that individual 
behaviours should emerge on a system wide scale. Prehofer et al [8] further gave a detailed insight into 
the design principles and summarised self-organization as emergent behaviour of system-wide adaptive 
structures and functionalities based on the local interactions of entities in the system. It is emphasized in 
this definition that the localisation and distributed control  are though not necessary and sufficient 
features, irrespective of most SO systems in nature, which result from an organized emergent pattern 
through interaction of those local entities. 
 
W. Elmenreich [9] started with a premise on how best to cope with complexity issue with self-
organization as a solution, thus clarifying the main idea, rather than giving another definition. This idea 
highlights self-organized systems as consisting of a set of entities that obtain a global system behaviour, 
due to local interactions among these entities, without the need for a centralised control. They also 
emphasized that self-organized systems are neither a new class of systems nor always have emerging 
structure as their primary property. 
 
In summary, even if there are various notions of SO in literature, to the best of our knowledge there is not 
a generally accepted definition of SO that can be used to classify systems or their functionalities as self-
organizing, because of gaps and differences among existing notions of SO and its inherent overlapping 
with conventional adaptation. We thus provide the BeFEMTO notion of self-organization that attempts to 
fill this gap, bridge up these differences, and aim to clarify the boundary between adaptation and self-
organization. To this end, the following three aspects of notion of SO need to be clarified: 
 
Firstly, SO should not be considered as a holistic feature of a monolithic system. Rather considering SO 
as feature of an individual functionality of a system is a more logical approach. This refinement is in line 
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with the perspective explained in [9] and [10] that wireless systems with some sort of SO do not form a 
new class of wireless systems, rather SO should be viewed as a feature of these systems. The tendency to 
approach SO as feature of a system as a whole comes from the fact, that in natural systems that are source 
of inspiration for SO, the SO functionalities become very prominent, e.g. V-shape formation of birds 
while flocking, shoaling of fish, synchronous flashing of fire flies. But same systems namely group of 
birds, fish or fire flies might have many other functionalities e.g. searching for food, or breeding etc that 
might not be self-organizing. Since these functionalities remain in background as they do not emerge as 
collective prominent behaviour, we tend to neglect them, and classify the whole system as SO or none 
self-organizing. 
 
Secondly, contrary to the view point in [7] and [8],  SO needs not be defined based on how SO is achieved 
rather on the basis of what SO can achieve is more relevant in engineering systems i.e., in spite of the 
emergence of the system-wide coherent behaviour, result of local behaviours is a key observation in the 
design of natural systems with SO, but it should not be seen as  defining characteristic of SO. 
 
The first rational behind this view point is that there are examples in nature, like homeostatic operational 
control in living beings, where such an emergence is not present or is hidden from the observer, but still 
SO exists [9]. Therefore, in order to have sustainable definition of SO it should be defined on the basis of 
its performance characteristics rather than on the basis of its design. The approach towards designing SO 
should be left open to invite a variety of different inspirations from natural and non natural systems as 
well. 
 
The second rational behind the perspective of not using design based characterisation of SO is the fact 
that there are many non biological systems that have been observed to have SO, e.g. economy in a free 
market is one such examples. The success of game theory to devise adaptive and sometimes truly SO 
algorithms is proof of this fact. 
 
Finally, SO should be clearly distinguished from adaptiveness but at the same time it should not be 
essentially considered only arising from high degree of intelligence in the system. Though assuming SO 
as an outcome of intelligence is a very intuitive notion, but it is equally vague and difficult to design from 
practical point of view, due to all the ambiguities associated with intelligence itself. We rather suggest, 
from a view point of design and operation of system, it is more pragmatic to think on the line that 
intelligence actually can emerge from SO. 
 
Above observations show that self-organization manifests a certain degree of intelligence where no single 
member of the system is intelligent enough individually to control or lead the whole system. The 
members do not combine their aggregate intelligence to achieve self-organization as a whole as there is 
no central authority or global communication among all of them. Hence, it can be inferred from close 
observation of these and other similar natural systems that it is self-organization that emerges from certain 
characteristics of the system that in turn may manifest some degree of intelligence. Based on the 
observations in nature, these characteristics of self-organizing systems can be identified to be scalability, 
stability and agility. Hence, without limiting the freedom of the design approaches towards SO, a 
definition of SO taking into account what discussed above, could be: An adaptive functionality in a 
system is said to be self-organizing if it is scalable, stable and agile enough to maintain its desired 
objective(s) in face of all potential dynamics of its operational environment. Translated to the 
networking needs of BeFEMTO, it means that SON facilitates operation, without or with negligible (in 
volume or time) global networking information, with local decision making processes.  
 

2.1.2 SON Taxonomies 
To facilitate coherent work in BeFEMTO, the following working taxonomy is proposed. 
� Time scale based classification: a WCS has a set of different time scale dynamics as explained 

in Figure 2-1 that make the achievement of optimal performance objective a challenging task 
and call for research in first place. Classic radio resources management (RRM) and physical 
layer research is mostly focused on the very short time scale dynamics e.g. adaptive modulation 
and coding scheme algorithms operates at micro second scale [11]. On the other hand SO is 
mostly concerned with short to long term dynamics. The different self-organizing algorithms 
designed to cope with these dynamics have to operate on respective time scales. For example a 
load balancing algorithm might have to operate at time scale of minutes and hours [12] whereas 
adaptive sectorization algorithms might operate at the scale of days and months [13]. This 
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different diversity of times scale can be used to classify SO, although, this is the simplest 
taxonomy and it does not describe much about the scope or objectives of the algorithms. 

� Objective or use case based classification: Each SO algorithm can be classified using 
categories of use cases it aims for. But the problem with this approach is that one algorithm can 
have multiple use cases, e.g. same self-organizing algorithm that aims for load balancing can 
optimise as well capacity or QoS. 

� Phase based classification: A wireless system has three clear phases in its life cycle i.e. 
deployment, operation, maintenance or redeployment. For a holistically self-organizing WCS, 
SO can be classified with respect to one of these phases. The algorithms that self-organize in 
these three phases can be classified into categories of self-configuration, self-optimization and 
self-healing, respectively. 
 

From the classification types highlighted above the phase based classification is the most viable and has 
been adopted in various projects and standardisation activities.  
 

 

Figure 2-1: Time Scale based Classification of SO. 

 
 

2.2 State-of-the-Art Technologies 

In the context of WCS, the term self-organization has been first used by authors in [14] though in a 
limited sense of adaptiveness in the power control for GSM. Authors in [14] and [15] presented a simple 
adaptive power control algorithm to show how this kind of adaptability can mitigate the effect of BS 
positioning error. Works like [14] - [15] brought forth the need for the self-organization in cellular 
network and presented a number of adaptive algorithms under the umbrella self-organization but did not 
present an explicit design strategy to build real self-organization into cellular systems. A second 
generation of works in self-organization in cellular networks like [16] and [8] embarked on a holistic 
approach towards self-organization and postulated a set of germane principles and paradigms to be 
considered in the design process of self-organizing system but stood short of demonstrating these 
principles through a pragmatic application to specific problems in cellular systems. More recently, works 
like [19] ventured on designing self-organizing solutions for various problems in cellular system but some 
of the solutions presented, yield the useful level of adaptability at the cost of compromising one important 
feature or the other of SO, i.e. scalability, stability or agility. Furthermore, prelimniary works on self-
organization can be found in [75][178] with an emphasis on automated diagnosis and troubleshooting 
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over 3G using bayesian networks, aiming at optimizing Quality of Service and overall systems 
performance in a multi-system environment. 
 

2.2.1 Interference Management 
Interference management is both mandatory and critical in the deployments scenarios considered within 
BeFEMTO, since macrocells and femtocells may share the same spectrum (co-channel) in a given 
geographical area (overlay). This can increase the capacity of the overall joint network manifold through 
high spatial frequency reuse. However, Macro users (MUEs) close to femtocells experience femto-to-
macro interference that may impact the reliability of communications. A worst case scenario is that of 
closed subscriber group (CSG) femtocells, where radio conditions for MUEs in close vicinity of a femto 
BS could be highly unfavourable. Similarly, a user served by a femto BS located close to a macro base 
station may experience a very low signal to interference-plus-noise ratio (SINR). This will increase the 
outage probability in both the macro and femtocells where the outage probability is defined as the 
probability that a user does not reach the minimum effective SINR level required to connect to a service 
or to decode common control channel. In addition, neighbour femtocells belonging to the same operators 
may also interfere with each other thus creating femto-to-femto interference (also called co-tier 
interference).  
 
Several researchers investigated techniques to avoid cross-tier interference (i.e. the femto-to-macro and 
macro-to-femto interference). Given the fact that the femto BS are to be managed and maintained by end 
home users, self-organized solutions to fight interference are highly desirable. In the following paragraph, 
we present some relevant literature that addresses the interference management issue with the help of 
different SON techniques. 
 
Cognitive radio techniques can monitor the wireless environment and inform the resource allocation 
controller about local and temporal spectrum availability and quality [20], [21]. Thus, opportunistic 
access points can dynamically select available channels and adapt transmission parameters to avoid 
harmful interference between contending users.  
 
Cho and al. compared orthogonal and co-channel frequency allocation schemes through simulations [22]. 
Bai and al. extended the analysis of the hybrid approach in [23] by considering both uplink and downlink 
scenarios [24]. The authors proposed to use the shared spectrum when it is favourable both to macro and 
femto users, otherwise, a partitioned approach is chosen.  
 
Claussen defined a power control algorithm to limit the interference caused by femtocells in both uplink 
and downlink scenarios [25]. However, he neglected the impact of co-tier interference. To deal with the 
co-tier interference, Li and al. proposed a frequency scheduler that allows opportunistic reuse of the 
spectrum between each femto BS when the interference level is below a certain threshold [26].  
 
The authors of [27] propose different spectrum allocation algorithms for femtocells based on channel 
quality measurements received from users. These are distributed algorithms and are based on channel 
quality measurements received by BS from users. The algorithm performance is evaluated in terms of 
femto/macro user throughput only.  
 
A centralized solution for interference avoidance in femtocell network has also been discussed in [28]. 
However, the macrocell effect has not been taken into account.  
A location based resource allocation scheme has been proposed in [29] for femtocells while considering 
reuse 1 in macro network. The proposed algorithm is dependent upon the information about the user’s 
location and hence depends upon accuracy of this information.  
 
The partial usage of subbands in femtocells has been proposed in [30][31][1] while considering reuse 1 
and reuse 3 in overlay macro network. The selection of subbands out of a pool of subbands is carried out 
to avoid interference in [30]; the decision to select a subband for transmission is carried out by the 
femtocell in a distributed manner. Even though, the solution being suggested in [29] is distributed and 
self-organized, it assumes an exchange of information between femto and macro cells through X2 
interface. 
 
Guvenc and al. distinguished two coverage areas within a macrocell based on the distance between the 
femto BS and the Macro BS [23]. In the inner region, the femtocell coverage area is limited by the M-BS 



 D4.3 V1.0 

Public Information Page 20 (126) 

interference hence a dedicated band is allocated to femto BSs while co-channel transmissions are allowed 
in the outer region.  
 
Chandrasekhar and al. proposed to allocate a dedicated band to the femtocells within a macrocell [32] so 
that resource partitioning is optimized to meet both macrocell and femtocell users’ rate constraints. 
Moreover, the authors defined a blind round-robin scheduler at each femtocell to limit the co-tier 
interference. Under this algorithm, femtocells access a random subset of their available channels, each 
channel being chosen with the same probability.  
 
Su and al. presented a distributed resource allocation/power control algorithm to limit the cross-tier 
interference [33]. However, the complexity of the proposed algorithm grows linearly with the product of 
the number of femtocells and the number of available channels. Furthermore, this approach requires an 
information exchange between the M-BS and femto BSs. This coordination and limited availability of 
backhaul bandwidth result in scalability issues.  
 
In [34], a comparison between co-channel and orthogonal channel deployment schemes in macro/femto 
network has been presented. It has been concluded that for co-channel deployment open access mode 
should be preferred over CSG in femtocells when MUEs are indoors. 

2.2.2 RF Front-End Functionalities for Self-Optimization  
Generally wireless communications systems use power control to reduce interference and increase system 
capacity while maintaining a minimum signal quality [35]. Implementation of power control in the 
downlink needs mechanisms that supervise the transmitted power, meaning the way the power amplifier 
(PA) works is controlled. The PA is the element that feeds the antenna in the transmitter part and provides 
the desired levels of the output signal. Femtocell requirements include both absolute and relative accurate 
transmit power requirements [36]. The absolute requirements define a lower and upper transmit power 
limit relative to a nominal transmit power. The relative requirements define a minimum and maximum 
transmit power differences between two transmitted slots, not necessarily adjacent time slots, as well as 
an aggregated transmit power difference over several time slots. There are two types of loops to 
implement the power control: closed-loop and open-loop. 

 

Figure 2-2: Closed-loop power control 

 
Closed-loop power control Figure 2-2 represents one method for controlling the transmit power within the 
wireless communication device to comply with the relative and absolute transmit power requirements. 
Using a sample of the transmitted power, an error signal to a reference is calculated and with this signal 
the transmitted power signal is corrected. This type of control loop has the limitation of the power 
detector dynamic range. 
 
Another type of power control loop is the open-loop power control. It adjusts the transmitted power in 
response to power control commands produced by operational parameters and/or environmental 
conditions instead of using a sample of the current transmitted power to calculate or correct the output 
power. These commands can be described as power commands produced by the Network Management, 

Amplifier 
Circuit 

Detection  
Circuit 

Close-loop 
Control 

Ao Input 
Signal  

Output 
Signal  

Ag 



 D4.3 V1.0 

Public Information Page 21 (126) 

the own unit detection of low traffic load (introducing an ECO-mode or dormant state) or user pushing a 
save energy mode. 
 
Nowadays in mobile user equipment and other type of wireless communication systems like wireless 
sensor networks (WSN), the PA consumes approximately 40 % of the energy stored in the battery during 
one discharge cycle [37]. For this reason, the handset architect must be careful whilst selecting a PA that 
will provide the most efficient means of generating the required transmitted RF power while using the 
least amount of energy from the battery and using other functionalities to avoid wasting battery during 
low operation periods of time. Standard governance boards such as 3GPP set the requirements for over-
the-air (OTA) requirements. These requirements are usually much more relaxed than typical carrier 
requirements as they require more stringent OTA performance. These OTA requirements are directly 
applicable to the 50 Ω (Ohm) power if RF front ends are benchmarked and compared with these 
requirements in mind [38].  
 
The Sniffer Module is a real-time system that continuosly capture/monitors data or signal passing through 
the network. It is also called Network Listen Mode (NLM), Radio Environment Measurement (REM) or 
"HeNB Sniffer" in [39] and [40]. With it, the HeNB incorporates functionalities of user receiver, that is, a 
DownLink Receiver with special possibility of performance Reference Signal Received Power (RSRP), 
Reference Signal Received Quality (RSRQ) to obtain the power received from another femtocell and 
macrocells at FAP. With these measurements femtocell can calculate the best working point taking into 
account coverage and interference to both too close co-channel macrocell users and co-channel FAP. 
Other type of measurements described in [41] are performed in order to minimize interference to adjacent 
MUEs and macrocells, to detect victim UEs, obtain other cell ID, etc. 

 

 

Figure 2-3: Sniffer Module. 

 
 

2.2.3 Distributed Machine Learning  
In this section we briefly discuss the state-of-the-art of distributed machine learning approaches, which 
can be used as a tool to implement self-organization in femto networks intelligent decision processes. The 
theory of learning in distributed environments has strong connections with Artificial Intelligence (AI) and 
Machine Learning (ML) concepts, applied to both single and multi node/agent settings, game theory and 
evolutionary computations.  
 
An environment characterized by only one intelligent decision engine (as it is the case e.g. in traditional 
cellular networks) can be formulated in mathematical terms, as a Markov Decision Process (MDP). In the 
machine learning literature, two ways have been identified to solve MDPs. The first one is an analytical 
model-base8d approach, which relies on the knowledge of the state transition probability function of the 
environment. The second one, in turn, does not rely on this previous knowledge making it a model-free 
approach; it is based on reinforcement learning (RL). RL is a family of learning approaches which is 
mainly concerned with the development of algorithms that automatically learn the properties of the 
environment and adapt their behavior to them by means of trial and error [42]. At each time step, the 
agent perceives the state of the environment and takes an action to transit into a new state. A scalar 
reward is received, which evaluates the quality of this transition. On the other hand, in an environment 
characterized by multiple decision makers (as it is the case, e.g. in femtocell networks), we have to take 
advantage of the theory of learning in multi-agent and distributed systems. This topic has actually been 
studied in game theory since 1951 when Brown proposed the fictitious play algorithm [43]. In AI, the 
literature of single agent learning is extremely rich, while it is only in recent years that attention has been 
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focused on distributed learning aspects, in the context of multi-agent learning. It has been yielding some 
enticing results, being arguably a truly interdisciplinary area and the most significant interaction point 
between computer science and game theory communities. 
The characteristics of the distributed learning systems are as follows: (1) the intelligent decisions are 
made by multiple intelligent and uncoordinated nodes; (2) the nodes partially observes the overall 
scenario; and (3) their inputs to the intelligent decision process are different from node to node since they 
come from spatially distributed sources of information. These characteristics can be easily mapped onto a 
multi-agent system, where each node is an independent intelligent agent. The theoretical framework for 
this mapping is found in stochastic games [42]. 
 
The applications of game theory to wireless communications mostly refer to static (stateless) games, 
which are stochastic games with no states. Since there is no state, the cost (reward) only depends on the 
joint actions, and the learning is associated to the adaptation to the other players’ strategies. When played 
repeatedly by the same agents, the static game is called repeated game. The main difference from a one-
shot game is that the agents can use some of the game’s iterations (history) to gather information about 
other agents or their cost functions and make more informed decisions afterwards. 
 
We distinguish in this context two different forms of learning. On the one hand, the agent can learn the 
opponent’s strategies, so that it can then devise the best response. Alternatively, the agent can learn a 
strategy on his own that does well against the opponents, without explicitly learning the opponent’s 
strategies. The first approach is sometimes referred to as model-based learning, and it requires at least 
some partial information of the other player’s strategies. The second approach is referred to as model-free 
learning, and it does not necessarily require learning a model of the strategies played by the other players. 
We will discuss in the following a very partial sample of multi-agent learning techniques, which we 
consider are representative for this taxonomy: 
 

• Model-based approaches: This approach, generally adopted in game theory literature, is based 
on building some model of the other agents’ strategies, following which, the node can compute 
and play the best response. This model is then updated based on the observations of their actions. 
As a result, these approaches require knowledge or observability of the other agents’ strategies, 
which may pose severe limits from the feasibility point of view. The best known instance of this 
scheme is fictitious play [43], which is a static game that simply counts the empirical plays of 
the other agents in the past. The other agents are assumed to be playing a stationary strategy, and 
the observed frequencies are considered to represent the other agents’ mixed strategies. There 
exist different variations of the original schemes, for example those considering that the agent 
does not play the exact best response, but assigns a probability of playing each action. Other 
algorithms in the literature that can be classified into this group are the Metastrategy [44] and the 
Hyper-Q algorithms [45]. An example of a stochastic game approach in this category is the non-
stationary converging policies (NSCP) game [47]. 

• Model-free approaches: A completely different approach, commonly considered in the AI 
literature, is the model-free one that avoids building explicit models of other agents’ strategies. 
Instead, over time, each agent learns how properly the various available actions work in the 
different states. The algorithms in this category typically keep memory of the appropriateness of 
playing each action in a given state, by means of some representation mechanism, e.g., look-up 
tables, neural networks, etc [48]. This approach follows the general framework of RL and has its 
roots in the Bellman equations [49]. Particularly, the Q-learning algorithm, typically used in 
centralized settings, can be extended to the multi-agent stochastic game by having each agent 
simply ignore the other agents and pretend that the environment is stationary. We refer to this 
implementation of Q-learning as independent learning. Even if this approach has been shown to 
correctly behave in many applications [49], it lacks a strict proof of convergence, since it ignores 
the multi-agent nature of the environment and the Q-values are updated without regard for the 
actions selected by the other agents. A first step in addressing this problem is to define the Q-
values as a function of all the agents’ actions; however, the rule to update the Q-values is not 
easy to define in this more complicated case. For a two-player zero-sum repeated game, Littman 
in [50] suggests the minimax Q-learning algorithm. Later works, such as the Joint Action 
Learners (JAL) [51] and the Friend or Foe Q algorithm [52], propose other update rules for the 
particular case of common payoff games. More recent efforts can be found for the more general 
case of general-sum games [52]; however, the problem still remains not efficiently solved. Other 
algorithms falling in this category are the correlated equilibrium Q-learning (CE-Q) [69], the 
asymmetric Q-learning [70], the regret minimization approaches [71][72], etc. 
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To facilitate distributed and autonomous functioning of wireless networks, model-based learning 
approaches are considered not to be appropriate since they require each node/agent to acquire knowledge 
on the actions played by the other agents and thus yields prohibitive overheads. On the other hand, model-
free approaches are adequate despite suffering prior mentioned shortcomings. Said shortcomings are 
essentially overcome by the docitive paradigm [73][74], which will be introduced in Section 5. 
A summary of the taxonomy introduced in this section is given in Figure 2-4. 
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Figure 2-4 Taxonomy of learning approaches. 

2.3 SON Projects & Standards 

2.3.1 Major Research Projects on Self-Organization  
The interesting research problems highlighted in the individual works and the increased understanding of 
need for self-organization in future WCSs has prompted research activities in a number of relevant 
projects in recent years dedicated to investigate, analyse and evaluate the possible usage of self-
organization functionality in WCS. Here we present a summary of the aims and achievements of the 
major research projects in Europe on SO. 
 
European CELTIC (Eureka Cluster) Gandalf project [75] identified the heterogeneous nature and 
increased complexity of future wireless networks, and studied SO as potential solution to overcome the 
complexity expected from concurrent operation of 2G, 2.5G, 3G and future network solutions. The 
project evaluated the effect of automation in network management and joint radio resource management 
in WLAN/UMTS networks with automated fault troubleshooting and diagnosis. 
 
The European FP7 "end-to-end efficiency” E3 project [76] focused on integrating current and future 
heterogeneous wireless systems into cognitive systems for self-management, self-optimization and self-
healing (described as self-X systems). Focusing on autonomous cognitive radio functionalities, feasibility 
tests were performed for various schemes including autonomous Radio Access Technology (RAT) 
selection, acquiring and learning user information, self-configuration protocols and awareness signalling 
among the self-organizing network nodes. The tests validated that the proposed autonomous schemes 
were more efficient as feasible solutions for future networks. 
 
Another major project dedicated to SO is the European FP7 SOCRATES project [77], which has 
identified some key objectives for which self-organization is required in WCS. These objectives are 
classified in the form of set of use cases. It is further concluded that most of the objectives SO has to deal 
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with in WCS are not independent from each other as the parameters controlling them are not mutually 
exclusive. SOCRATES has also gone in great details to describe a framework for the major tasks 
involved in self-organized wireless networks which include self-configuration, self-optimization and self-
healing functionalities in future radio access networks. 
 

2.3.2 Standardization Activities on Self-Organization 
With the requirements of operators being identified and activities from various research projects being 
validated, it becomes necessary to have a common standard for multi-vendor compatibility and 
interoperability. 
 
A consortium of major mobile communication operators and vendors came together under the working 
group of Next Generation Mobile Network (NGMN) and agreed that self-organizing functionalities 
would be required to improve operational expenditures (OPEX) and efficiency of wireless networks [78]. 
In fact, the need for automation (without human intervention on site) in some of the operation and 
maintenance (O&M) modules such as configuring, optimizing or repairing (healing) could lead to 
systematic organized behaviour that would improve network performance, its energy efficiency and 
reduce operational costs, thus in the good interest of operators. 
 
The 3rd Generation partnership project (3GPP) has accepted work and study items on self-organization in 
Rel. 8 and 9, also based on NGMN inputs, with activities in the working groups RAN2, RAN3 and SA5 
aimed at coming up with specification in the scope of self-optimization, self-configuration and self-
healing for the identified use cases (see Figure 2-5). 
 
The main specifications describe concepts and requirements for self-organizing networks [79] as well as 
detailed specifications on self-establishment of eNodeBs [80], automatic neighbour management [81], 
self-optimization [82] and self-healing [83]. 
 
In Rel. 8 the main focus of this specification work has been the macro eNodeB self-organization using 
centralized O&M-based solutions or distributed solutions with information exchange over the X2 
interface. In Rel. 9, further additions to the SON functionalities have been made [84] and parameters and 
information models to provide self-configuration for HeNB have also been introduced [85].  
 

 
SON Concepts & Requirements
Self-Establishment of eNBs
SON Automatic Neighbour Relation (ANR) list Mgt

3GPP Rel.8

Study on SON related OAM interfaces for HNB
Study on Self-Healing of SON
SON – OAM Aspects

- SON Self-Optimization Mgt
- Automatic Radio Network Configuration Data preparation

SON

3GPP Rel.9

SON – OAM Aspects
- SON Self-Optimization Mgt Continuation
- SON Self-Healing Mgt
- OAM aspects of Energy saving in Radio Networks

LTE SON Enhancements

3GPP Rel.10

 

Figure 2-5: 3GPP SON Activities 

In terms of 3GPP SO coordination aspects, in 3GPP Rel. 9 specifications, the X2 interface is (still) not 
applicable for HeNBs. This restriction has been partially relaxed in Rel. 10 as part of introduced mobility 
enhancements for femto nodes, whereby [84]:  
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“X2-based HO between HeNBs is allowed if no access control at the MME is needed, i.e. when 
the handover is between closed/hybrid access HeNBs having the same CSG ID or when the 
target HeNB is an open access HeNB” 

In order to support such functionality, direct X2-connectivity between HeNBs has been introduced, 
independently of whether any of the involved HeNBs is connected to a HeNB GW. The resulting overall 
E-UTRAN architecture (with deployed HeNB GW) is depicted in Figure 2-6: with X2 interface added for 
HeNB. 
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Figure 2-6: Overall E-UTRAN Architecture with deployed HeNB GW [84]. 

The introduction of the X2 interface for the above mentioned HeNB scenarios allows extending the 
possible support of HeNB also to additional functionalities currently relying on X2 application protocol 
design, including SON-related functionalities, like mobility robustness optimisation (MRO) and mobility 
load balancing (MLB). Such functionalities could be useful for example in case of HeNB clusters, like in 
enterprise environment or in open access HeNBs deployed under operator control. Figure 2-7 summarizes 
the possible cases, according to specification text [84]. 
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Figure 2-7: X2 Interface for HeNB use cases, according to Rel. 10 specification [84]. 
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However the Rel. 10 enhancement do not include the possibility to have X2 interface setup between 
HeNBs and regular eNBs, thus limiting the possibilities of a closer cooperation between e.g. macro eNBs 
and femto nodes for tighter interference management or stronger protection of the macro eNB from 
interfering HeNBs because of their unplanned deployment. 
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3. Architectural Requirements of SON in 3GPP & BeFEMTO HeNB 
In this section we recall the key use cases for SON functionalities for HeNB and provide a preliminary 
analysis of their relevance for the case of HeNB-HeNB as well as for the case of eNB-HeNB (see Figure 
3-1). Besides 3GPP Rel. 8 and 9 SON functions and their support in the specification, a look into recent 
Rel. 10 additions to SON functions and to the extension to interference management case is also given. 
Finally, an overview of ongoing work for Rel. 11, where a new Work Item on SON has been opened, and 
recent trends is included. 
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Figure 3-1: HeNB deployment: interaction with macro eNBs (left) and with other HeNBs (right) 

3.1 HeNB use cases requiring a X2 Interface 

Table 3-1 below summarizes the mapping between the different SON functionalities standardized in Rel. 
8 and 9 and their extension and applicability for the two scenarios above, in case of HeNB (see [86] and 
[87]). These functionalities can be easily achieved by extending the X2 interface to the respective 
scenarios, thus also exploring synergies with other specification enhancements related to the X2 interface. 

Table 3-1: SON use cases for HeNB and applicability to relevant scenarios 

Functionality Use case Applicability to eNB-HeNB case Applicability to HeNB-HeNB 
case 

Automatic 
Configuration of 
Physical Cell 
Identity (PCI) 

PCI split will ensure an appropriate 
choice of PCIs between eNB and 
HeNB. 

Given the expected large number 
of HeNB e.g. in dense enterprise 
networks, automated configuration 
of PCIs is beneficial. 

Random Access 
Channel (RACH) 
Optimization 

In scenarios where eNB and HeNB 
coexist, it is important to minimize 
interference among them and help 
for optimized coverage and access 
performance for setup and 
handover.  

In scenarios where a large number 
of HeNB are present, it is 
important to minimize interference 
among them and help for 
optimized coverage and access 
performance for setup and 
handover. 

eNB 
Configuration 
Update 
 

Automatic 
Neighbour 
Relation (ANR) 
Function 

Providing ANR functionality in 
HeNB will be beneficial for 
mobility and help refining the 
neighbour relation of the macro 
eNB and HeNBs. 

Given the expected large number 
of HeNB, and the fact they can be 
switched on/off, automatic 
neighbour relation function is 
beneficial for mobility. 

Resource Status 
Update 

Load information exchange 
between eNB and HeNB could be 
beneficial in dense HeNB 
networks, to fairly distribute the 
traffic among nodes. 

Load information exchange could 
be beneficial in dense HeNB 
networks, to fairly distribute the 
traffic among nodes. 

Mobility Settings 
Change 

Load Balancing 

Negotiation of parameters with HeNB helps optimizing the performance 
for scenarios where HeNB are present, for example to adjust user and 
resource distribution between the cells in case of highly loaded system or 
dense systems. 
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Radio Link 
Failure (RLF) 
Indication 

Mobility 
Robustness 
Optimization 

Rel-9 introduced support for in-bound mobility to a HeNB either from 
another HeNB or from a macro eNB. Automated optimization of 
handover is beneficial. 
To support that, RLF Indication and Handover report are provided. 

 
While the basic HeNB-HeNB case is partly covered by the Rel. 10 enhancements (see section [87]-[88] 
for more details), the eNB-HeNB case remains open and of interest. In fact some of the basic SON 
functionalities like Mobility Robustness Optimization (MRO) have been shown to be beneficial as there 
seems to be no significant difference between regular eNB or HeNB, as illustrated for example in [87] 
and [88] for HO-related call drop statistics. Such scenario can be addressed in the scope of Rel. 11 
standardization work, where the introduction of possible X2 interface between macro eNB and HeNB is 
further considered. Higher priority use cases are interactions between macro eNB and open or hybrid 
HeNB, which are supposed to be more common in outdoor deployments or in typical low power node 
coverage provision in airports, shopping malls and enterprises. Interactions between macro eNB and 
closed subscriber group HeNBs (CSG cells) is also relevant but probably less appealing for optimization 
due to the nature of closed femto nodes, which are user-deployed and typically switched on/off more 
frequently. One of the case of interest is for enterprise deployments, where large number of employees 
arrives or leaves the building in a narrow time window (e.g. around office opening) and optimized 
mobility and coordination between eNB and CSG HeNB could be beneficial.     
 
Looking at Rel. 10, some more functionalities based on X2 interface have been included in the system, as 
well as some enhancements of existing functions have been specified, as summarized inTable 3-2.  
 

Table 3-2: Rel. 10 additional extensions to SON use cases and their applicability 

Rel. 10 
Extension 

Use case Applicability to eNB-HeNB case Applicability to HeNB-HeNB 
case 

Load Information 
 
 

Resource Status 
Update  

eICIC Almost Blank Subframe (ABS) 
pattern signaling is included in the 
Load Information and the DL ABS 
status is added to the Resource 
Status Update message.  
eICIC enhancements are mainly 
targeting heterogeneous scenarios 
and extending the functionality to 
eNB-HeNB case could be 
beneficial. 

eICIC enhancements are mainly 
targeting heterogeneous scenarios 
and less relevant for HeNB-HeNB 

RLF Indication 
Handover Report 

Rel-10 has extended the scope of the RLF Report from the UE, including 
more information and allowing it to be sent also after fresh RRC 
establishment. This provides the means to further distinguish coverage 
problems (e.g. coverage holes) from HO optimization problems and can 
be beneficial for all scenarios.  

SON Transfer 
Container 

Mobility 
Robustness 
Optimization 

Another addition to MRO covers the optimization of unnecessary HO to 
another RAT (i.e. too early IRAT HO without connection failure), for 
which an extension to the SON Transfer Container for IRAT is specified. 
The extension is part of the S1-AP protocol and is available for all use 
cases. 

Cell Load 
Reporting 

Load Balancing Further additions to this functionality have been made for IRAT resource 
load reporting, with the introduction of event-triggered cell load reporting 
and of multi-cell load reporting. The extension is part of the S1-AP 
protocol and available for all use cases. 

 
In addition to further increase the value of extending MRO benefits with the provided enhancements, one 
of the cases of particular interest in Rel. 10 is the introduction of TDM ICIC (also known as eICIC), for 
advanced interference management in heterogeneous networks. The eICIC functionality is enabled by 
changes to the existing SON functions for load reporting in its basic version, and potentially motivates 
new SON functions for more advanced versions, which can be in the scope of future 3GPP releases.  
 
Considering the use cases in Table 3-1 and additional functions in Table 3-2 like eICIC, the analysis 
shows that introducing X2 interface between eNB and HeNB is beneficial also for SON functionalities 
and will  be considered for standardization for both open and hybrid/closed femto nodes. We will look 
into some more details about eICIC to further motivate such design. 
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Another aspect of interest in 3GPP, as part of the new Rel. 11 SON WI is to consider MRO solutions for 
heterogeneous deployments (HetNet), where large and small cells coexist in the same area. The current 
MRO solution is mainly designed having a homogeneous deployment in mind, while in case of HetNet it 
needs to be investigated if such solution still work and if further information like cell size and user speed 
might play a bigger role in optimizing handover parameters. In this view, problems already evaluated in 
the past like ping-pong and short-stay requires some more attention. 
 
Mobile aspects of HeNBs (and of eNBs in general) are considered in Rel. 11 as part of the new Study 
Item on Mobile Relays. Relay functionalities have been introduced in Rel. 10 for fixed relay nodes, which 
consist in LTE eNBs with a LTE wireless backhaul: in Rel. 11 an extension of the relay is under 
investigation, looking for example at scenarios like high-speed train in-car coverage. 
 

3.2 Carrier Aggregation at HeNBs 

Carrier aggregation (CA) is not supported for Rel-10 HeNB and Rel-9 HeNB can serve only a single cell. 
At 3GPP RAN #51 meeting, work item (WI) on carrier-based HetNet ICIC was agreed, where 
enhancement on HeNB with CA is also considered. The support of only one cell was sufficient in typical 
use cases in Rel-9, however, higher peak throughput provided in Rel-10 and beyond can be achieved for 
home usage and for enterprise deployment scenarios only by enabling CA for HeNB. Additionally, CA 
could also be used for ICIC advanced mechanisms between macro cell and femto cells. Thus, HeNBs 
with CA (both for coordinated and uncoordinated deployments) has been proposed to be investigated in 
Rel-11. 

3.2.1 Benefits of Carrier Aggregation at HeNBs 

• Increase throughput: The deployment of fiber connections down to the home will provide high 
capacity backhaul link solutions for femto cells in the near future. Highest mobile data activity 
takes place within the user's home and new high-rate demanding multi-media applications have 
been appearing. As femto cells need to not be bottleneck they must provide datarates not less as 
backhaul link (broadband local network access link). Carrier Aggregation is one of the most 
important features (besides of enhanced MIMO scheme support) to meet the peak data rate 
requirements of International Telecommunication Union (ITU) for the IMT-Advanced .  

• Similar user experience for indoor and outdoor users: A large change of total available 
bandwidth caused by a handover from a CA-capable macrocell to a non-CA-capable femtocell 
can cause an abrupt change of throughput in case if the femotocell will not be able to 
compensate throughput loss by the short distance. 
The CA-capable femtocell will be able to provide a similar user experience for indoor and 
outdoor users. 

• Interference management: Carrier aggregation in HeNBs could facilitate interference mitigation 
between HeNBs and pico cell/macro cells. Interference management based on dynamic carrier 
selection, assignment of primary and secondary component carriers (PCC and SCC 
correspondingly) can be used for interference mitigation of control and data channels between 
different base station types. CA can be also used for ICIC in macro-femto scenarios. An example 
of handling the interference scenarios with cross-carrier scheduling with 2 component carriers is 
specified in [177] and illustrated in Figure 3.2. Downlink interference for control signalling is 
handled by partitioning component carriers in each cell layer into two sets, one set used for data 
and control and one set used mainly for data and possibly control signalling with reduced 
transmission power. For the data part, downlink interference coordination techniques can be 
used.  
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Figure 3-2: Example of interference management with carrier aggregation [177] 

• Energy saving: Energy consumption of home user becomes an important issue. Carrier 
Aggregation is one of mechanisms to increase the flexibility for energy saving. HeNBs may 
switch off secondary carriers when high capacity is not used and switching them on only when 
additional throughput is required. UE power consumption may also be reduced when switching 
off non-required secondary carriers. 

3.2.2 Scenarios with Carrier Aggregation/Multi-cell capable HeNBs 

3.2.2.1 Macro UE Protection 

Assuming both MeNB and/or HeNB support multiple carriers one of the carriers of HeNB interferes to 
Macro UE. Then, the HeNB recognizes which carrier interferes to the Macro UE and changes traffic load 
and/or power setting on this carrier. 
 
As alternative, when MeNB (also multiple cells capable) detects interference from HeNB for a macro UE, 
it can handover Macro UE to other carrier which is not interfered from the HeNB. 

3.2.2.2 Initial Carrier Selection 

At power up, HeNB monitors MeNBs around by obtaining related information via network listening 
module or HeNB exchanges information with MeNB using X2 interface. Based on it, HeNB selects 
appropriate carrier(s) which will introduce less interference to MeNB around HeNB. The idea of the 
initial carrier selection is itself not new and is also applied for R8/R9 HeNBs, but with CA-capable 
HeNBs the scenario is extended for case of multiple carriers/cells selection. 
 
In case of un-coordinated HeNBs, it is very challenging to predict how dynamic selection of any available 
cell carriers at HeNBs will impact robust and stable network function.  Mobile operators avoid problems 
by limiting multiple carrier selection within a subset of carriers under O&M supervision. 

3.2.2.3 CA-based ICIC Scenarios 

3.2.2.3.1 CA-ICIC for Control Signaling Protection 

PCCs and SCCs selection are managed by HeNBs and could be flexibly selected to mitigate interference. 
Despite of the fact that it is allowed in the strandard that different UE may have different carriers as their 
PCC,  MeNB and HeNBs can use a single carrier as PCC for all its served UEs in challenging radio 
conditions in this scenario. SCC are, assigned per UE as needed. HeNBs choose their PCC on a 
component carrier different from the carrier chosen for UEs in challenging radio conditions by the 
strongest MeNB in the neighbourhood. In this case, control signalling of macro UEs  in challenging radio 
conditions will be protected. The investigation should be performed how HeNB can determine the carrier 
reserved for control signalling protection of macro UEs.    

3.2.2.3.2 Carrier Partitioning 

Neighbouring HeNBs and the strongest MeNB coordinate carrier usage to avoid overlapping. The 
overlapping can be avoided for PCC or for both PCC and SCC.  MeNB can reserve some carriers for the 
exclusive usage thus perfoming static carrier partioning between macro and femto networks. Dynamic 
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carrier partitioning is better suited between neighbouring HeNBs. It could be performed by a distributed 
algorithm to identify the carriers that are minimal from the surrounding interference. For enterprise femto 
cells, where the X2 support is supported, the dynamic partitioning may be done through X2 exchanging.  
 
Carrier partitioning will significantly reduce interference but may result in lower spectral efficiency 
(especially when overlapping of both PCC and SCC is to be avoided).  Here it is also assumed again the 
PCC is configured per node. 

3.2.2.3.3 PCC/SCC Selection or Reselection for UE 

PCC/SCC selection is done in generally per UE. This method could use report UE measurement 
configurations based on event-triggered reporting criteria(for possible events see [84]) which cause the 
UE to send a measurement report when ‘entry condition’ is met. Additionally, the statistical  information 
about carrier usage and selected PCC/SCC for served UEs in the considered and the neighbouring cells 
could be taken into account. 
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4. SON for Interference Minimization 
In this section, we introduce the main SON techniques which are mainly focused on the issue of 
interference arising in femtocell settings. 
 

4.1 Interference study over a real network scenario 

This section presents new results for the interference study from simulations over a real network scenario. 
This activity, already introduced in [97], aims to give a novel approach in the interference management 
framework, taking into account the peculiarities and heterogeneity inherent to real deployments. On this 
basis, this study expects to be a reference where to extract conclusions and guidelines that will be useful 
when applying RRM procedures and SON techniques. The effect of interference on system capacity 
should be quantified in order to address the interference management in most problematic scenarios with 
the help of the proper SON techniques.  
The working scenario remains the same as in [97]. The aim is to assess performance in a real network 
scenario with a massive femto deployment. For that purpose, different alternative scenarios have been 
evaluated, varying the femto density per macro, starting from 10 to 40, which means increasing the 
number of femtos from 660 to 2640 in the whole scenario.  
 

 
 

Figure 4-1: Real network scenario with 2640 femtos. Red dots (resp. green dots) represent 3 sectors 
macro BSs (resp. femto BSs) 

 
The following table shows simulation assumptions considered for all studied scenarios. 

Table 4-1: Simulation assumptions 

UE connectivity restriction to femtocells Open Access/Close Subscriber Group 
Carrier Frequency 2600 MHz 
Bandwidth 20 MHz 
Frequency reuse 1 
Max. macro BS power 46 dBm 
Macro BS antenna gain 18 dB 
Max. femtocell power 10 dBm 
Femtocell antenna gain 2 dB 
Power max. MS 23 dBm 

 
The section is structured as follows. First, a performance analysis considering UE connectivity restriction 
to femtocells is presented. This analysis aims to assess the impact of dominant interference conditions in 
downlink when macro UEs are in close proximity of femtocells. Then, different spectrum allocation 



 D4.3 V1.0 

Public Information Page 33 (126) 

strategies are analysed. This study evaluates the impact on capacity when available spectral resources for 
macros and femtos are not the same. 
A new variable has been considered in simulations: the load factor. This parameter allows the evaluation 
of the same scenario under different load conditions. The effect of the load factor has been assessed for 
the open access situation. In the other two studies (close subscriber group impact and spectrum allocation 
strategies) a 75% load factor is assumed. 

4.1.1 UE connectivity restriction to femtocells 
Femtocells access can be open or closed depending on whether just a small group of users is authorised 
by the operator or the owner of the femtocell. In open access, UEs are connected to their best server 
anyway, either macro or femto, with no other restriction. The global capacity is expected to increase with 
the inclusion of femtocells but the interference level too. Nevertheless, this interference is less harmful 
with open access, as the results presented in [97] show.  
Next figures verify the capacity enhancement experienced as the number of femtos is increased, under 
different load factors, considering open access. These results are for the whole scenario, including macros 
and femtos. 
 

 

Figure 4-2: Average throughput in increasing femtos density scenarios, open access 

 

Figure 4-3: Sum throughput in increasing femtos density scenario, open access 

The average throughput barely changes. The effect of increasing femtos density is better shown with the 
sum throughput, a magnitude that offers an accumulated throughput value for the whole scenario. The 
spectral efficiency also reflects the impact of increasing femtos density in the scenario. Values are 
calculated over the whole scenario and quantified per area unit. 
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Figure 4-4: Spectral efficiency per km2 in increasing femtos density scenarios, open access 

The spectral efficiency per femto cell is shown in the next figure. These values correspond to 75% load 
factor simulations. 

 

Figure 4-5: CDF Spectral efficiency per femto cell 

This figure shows that there is still room until reaching the 8bps/Hz/cell Befemto target. It is important to 
remark that these results have been achieved in a scenario where no SON technique, that might have 
increased spectral efficiency, have been applied. However, the interference impact radically changes 
when considering UE connectivity restrictions to femtocells. When dealing with Close Subscriber Group 
(CSG) femtocells, radio conditions for macro UEs in close vicinity of a femto could be highly 
unfavourable. To assess the CSG retrictions, a parameter that represents the probability for the users 
located in the femto best server area to be connected to this femto is defined (CSG probability). A value 
of 25% for CSG probability means that just 25% of the users in the femto best server area are connected 
to this femto. The remaining 75% would be connected to their  best macro server and hence, these 75% of 
users would experience a high degree of interference due to the former femto best server. Next figure 
shows how average throughput is degraded as the percentage of UEs connected to their best server femto 
decreases. The extreme cases have been also analysed. The 100% means that all UEs would be able to 
connect to the femto if this is the best server for them, so this means no restriction at all and is equivalent 
to open access. On the contrary, 0% simulates the worst case when no UEs could be connected to the 
desired femto.  
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Figure 4-6: Average throughput in increasing femtos density scenarios, femto best server areas, 
CSG access 

These throughput values average experienced throughput in zones where femtos are best server. However 
the following figure considers the whole simulation area. In such case, the degradation becomes softer, 
since zones where macros are best server are considered too, and in DL these points are not affected by 
the CSG condition (what are affected are macro UEs served in a femto best server area).   
 

 

Figure 4-7: Average throughput in increasing femtos density scenarios, CSG access 

For completing the analysis, figures with sum throughput and spectral efficiency are provided too. 
 

 

Figure 4-8: Sum throughput in increasing femtos density scenarios, CSG access 
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Figure 4-9: Spectral efficiency per km2 in increasing femtos density scenarios, CSG access 

The following figures represent the cumulative distribution for DL SINR for all the considered scenarios 
with data processed only in femto best server areas. What is being compared are the two extreme 
situations, when there is no restriction, i.e. open access, and when no UE located in femto best server area 
can connect to the corresponding femto (curves named 0% CSG). As expected, the level of resulting 
interference is huge for the worst case: 0% CSG and a load factor of 100%. In this situation SINR value 
for 50th-percentile corresponds to -11 dB, which is indeed a very low value. In fact, the SINR vs. 
throughput look-up tables present available throughput values beyond -9 dB. 
 

  

Figure 4-10: CDF SINR 660 femtos scenario Figure 4-11: CDF SINR 1320 femtos scenario 

  

Figure 4-12: CDF SINR 1980 femtos scenario Figure 4-13: CDF SINR 2640 femtos scenario 

4.1.2 Spectrum allocation strategies 
In order to avoid cross-tier interference, operators may allocate different parts of the available spectral 
resource to macrocell and femtocell users. Simulations over real network scenario have been done in 
order to assess the impact on capacity. Three different strategies have been considered: 
- the whole spectrum for macros (20MHz), 
- macros and femtos share the spectrum (20 MHz)  
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- allocation of different parts of spectrum to each layer (10+10 MHz). 
Provided results correspond to a 75% load factor, considering open access to femtos. 
Next figures show values for average throughput in each of the studied strategies, and separating macro 
and femto areas.  
 

  

Figure 4-14: Average throughput in macro area Figure 4-15: Average throughput in femto area  

It is verified that allocating different parts of spectrum for each layer, although potentially beneficial from 
an interference point of view, degrades macro capacity. 
The following figures sum up all the results for the considered scenarios, in the whole simulation area. 
 

 

Figure 4-16: Average throughput for spectrum allocation strategies in increasing femtos density 
scenarios 

 

Figure 4-17: Sum throughput for spectrum allocation strategies in increasing femtos density 
scenarios 
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Figure 4-18: Spectral efficiency per km2 for spectrum allocation strategies in increasing femtos 
density scenarios 

 

4.1.3 Conclusions 
This section has presented results from two different studies carried out over a real network scenario. The 
first one has assessed the impact of dominant interference conditions in the downlink when macro UEs 
are in close proximity of femtocells. For that purpose, it has been defined a parameter, CSG probability, 
that represents the probability for the users located in the femto best server are to be connected to this 
femto. Results conclude that average throughput is degraded as the percentage of UEs connected to their 
femto best server decreases. It means that more macro UEs will experience a higher level of interference 
and hence will worse their throughput. This degradation is confirmed for any of the simulated scenarios, 
no matter if the number of femtos is higher of lower. The CSG probability could be a candidate parameter 
to be monitored in order to trigger a SON mechanism to deal with such harmful interference situation. 
The second study analyse the impact on capacity when available spectral resources for macros and femtos 
are not the same. Simulations conclude that degradation in macro capacity can make this allocation 
strategy no worthy. 
 

4.2 Cell Association for Interference Management 

With the introduction of interference management and the related enhancements for heterogeneous 
networks (HetNet), the coordination between different eNBs also evolves from the pure peer-to-peer 
relation in homogeneous networks to a hierarchical relation, as depicted in Figure 4-26. While large 
(macro) cells provide the main coverage and basic capacity (hereafter called coverage cell or macro cell), 
a set of smaller (pico/femto) cells are deployed as overlay in the same spectrum to boost the system 
capacity (hereafter called hotspot cell or low power cell) and improve the user throughput and QoS.  
 
We note that in order to fully benefit from the capacity boosting, the low power cells need to be able to 
capture enough traffic. This can be achieved by expanding the coverage range of those cells by making 
them looking larger for the surrounding UEs, compared to what they would be in normal conditions (cell 
range expansion). This can be obtained by silencing the macro cell in certain sub-frames and, in a 
coordinated manner, having the low power cells serving the UEs in those sub-frames (see [4], section 
16.1.5).   
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Figure 4-19: Heterogeneous network deployment, with macro and low power (pico/femto) cells 

In order to manage the interference in such scenarios, some level of coordination between nodes 
overlapping in coverage is needed, in particular between a macro cell and the low power cells which are 
overlaid to the area covered by the macro cell. 

4.2.1 The Need for Cell Association 
The relation between nodes in a LTE network is naturally managed via the X2 interface, which is a peer-
to-peer interface with both connected nodes at the same level of importance. However, recalling the 
scenario in Figure 4-19 for heterogeneous networks, it is evident that the role of the coverage cell is 
different than the one of low power cells. In fact the macro cell is strongly interfering (aggressor) one or 
more low power nodes (victims) overlapping its coverage, resulting in a position of higher hierarchy 
between the nodes. In order to create some degree of hierarchy and capture such difference, the concept 
of Cell Association is introduced:  
 

Cell Association defines a relation between two overlaid cells (typically a macro cell and a low 
power cell in HetNet scenario) that can use eICIC as a method to counteract interference.  

 
By means of cell association, each node part of the HetNet deployment is able to exchange the 
appropriate information with its most relevant neighbours and use eICIC to counteract interference, while 
coordinated with those neighbors. A macro cell is generally associated to several low power cells 
overlapping its coverage, and therefore maintaining several cell associations. On the other hand each low 
power cell is associated with typically one macro cell and maintains one cell association (exception: low 
power cells deployed at the border between two or more macro cells may need to maintain few cell 
associations). It is worth noting that associating a pico cell with several macro cells may pose a challenge 
in coordinating the system and could potentially result in ineffective usage of resources; cell association 
therefore shall primarily be done with neighbours relevant for interference control. 

4.2.2 Information needed in the eNB 
In order to setup a cell association, the macro cell shall be aware of which low power cells are 
overlapping with its coverage. At the same time, each low power cell shall be aware of which macro cell 
is providing the basic coverage in the area where it is deployed - those are in fact the potential cells 
interfering with the low power cells that could strongly limit the performance of the capacity boost. In 
addition, the cells shall be aware of the eICIC capabilities of the other cells they may associate with, for 
the association to work properly. 
 



 D4.3 V1.0 

Public Information Page 40 (126) 

This information could for example be determined during network planning, e.g. based on the location of 
the macro and low power cells: typically the low power cells are deployed in a second phase, to increase 
the capacity of the basic coverage layer, and during planning and installation it is possible to identify 
what macro cell they should be associated with. Once the information is available at the eNBs parenting 
the associated cells, those nodes could activate interference management via eICIC and coordinate with 
each other. 

4.2.3 Scenarios for eICIC Cell Association 
Different scenarios can be possible as part of a HetNet deployment, hereafter we consider the most 
relevant ones, i.e. a low power cell interfered by either a single macro cell or multiple macro cells. 

4.2.3.1 Cell-to-cell Association 

Given the much smaller radius of a low power cell compared to a macro cell, the general case where cell-
to-cell association is considered when a low power cell is interfered by a single macro cell, is depicted in 
Figure 4-20 
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Figure 4-20: Cell-to- cell association: low power cell interfered by single macro cell. 

 
In this case, for example low power cell 3 is deployed well within the coverage of the macro cell B and it 
is mainly interfered by it: Association {B3} enables interference management between these two cells. At 
this point the eNBs parenting macro cell B and low power cell 3 can exchange information about ABS 
pattern and related loading via X2 interface, as summarized in Table 3-2 for eICIC, and adjust the 
resource partition in a dynamic way based on the actual traffic demand. Coordination is limited to these 
two cells for this example, and similarly will happen for Associations {A1} and {A2} when considering 
macro cell A and low power cells 1 and 2. 

4.2.3.2 Multiple Cell Association 

Due to the particular deployment situation, it could happen that a low power cell is interfered by multiple 
macro cells, e.g. in the case it is located at the border of the coverage areas, as shown in Figure 4-21 
In this case, while for low power cells 1 and 3 cell-to-cell association applies like before, for low power 
cell 2 there are two cell associations allowing coordination with both macro cells A and B : {A2} and 
{B2}, which could make the interference management more complex. In fact, while on one hand the 
performance of low power cell 2 may still be very limited if coordination is only explored with one of the 
two interferers, on the other hand the coordination based on cell association {A2} cannot be fully 
independent from the one based on cell association {B2} and a multiple cell association needs to be 
established. 
 
Again the eNBs parenting macro cells A and B will exchange information about ABS pattern and related 
loading with the eNB parenting low power cell 2 via X2 interface. However, due to the multiple cell 
association, the low power cell 2 will have to match the ABS patterns of both the macro interfering cells, 
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calling for additional complexity of the system to properly setup and adjust the resource partition based 
on the actual traffic demand. Coordination in this case is de-facto among three cells and similar scenarios 
where even more cells are involved could also be possible. 
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Figure 4-21: Multiple cell association: low power cell interfered by two macro cells 

4.2.4 Cell Association Approaches 
In this section we briefly illustrate different possible approaches to realize cell association in HetNet, 
starting from a basic configuration and including some enhancements for more advanced solutions.  

4.2.4.1 Manual configuration via O&M 

The basic approach for the establishment of cell association is to configure it manually via O&M, e.g. 
considering the cell location and coverage estimate (from network planning tools or coverage maps). This 
approach is manual, simple and does not require any assistance from other devices, and can be considered 
as the baseline solution to provide minimal functions for cell association. However, this brings also some 
disadvantages that can be overcome by other approaches, where the amount of manual work necessary is 
gradually reduced and more automation is included to facilitate cell association establishment and its 
usage. 

4.2.4.2 Automatic Configuration without UE Assistance 

One simple enhancement to provide some degree of automation is to let the eNBs involved in cell 
associations to exchange information between them via X2 interface. For example one could think of 
including in the low power cells a simple receiver to monitor the downlink spectrum and to identify the 
macro cells that are causing major interference, so that they can be associated to that low power cell. Also 
in this case the cell association is of static nature (low power cells could monitor the spectrum at 
activation for example, or after reset), while a reasonable degree of automation is added with operations 
executed directly at the eNB, embedding the necessary intelligence as possible SON functionality. One 
possible drawback of this approach is that it does not account for the user conditions, i.e. the association 
may be not optimal with respect to what users required in terms of assistance. 

4.2.4.3 Automatic Configuration with UE Assistance 

To further increase the automation possibility and to better consider the UE perception, the automatic 
configuration could be executed with UE assistance, whereby UE measurements are collected at the eNB 
and processed to determine what cell association is relevant. 
The process is an increase of complexity of SON functionality and can for example be built in a similar 
way as the Automatic Neighbour Relation (ANR) function or embedded as an extension of it. This way a 
dependency from the UE received signal is introduced, and the needed mechanisms can be based on X2 
interface, which may require further functional extensions. Considering that the eICIC is mainly helpful if 
able to correctly provide the instruments to reduce interference (at the UE receiver side) and to boost the 
UE throughput, including UE assistance is expected to help to select and adjust the associations. 
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4.2.5 Cell Association Evaluation 
In this section we evaluate the three different approaches presented in section 4.2.4 with respect to 
capability to pair the right cells for interference management. The first part describes the evaluation 
method, the simulator platform and related assumptions, then results are presented and analyzed and 
finally some conclusions are drawn. Both single associations (one low power node associated with one 
macro) and multiple associations (one low power node associated with more than one macro) are 
considered in the comparative analysis. 

4.2.5.1 Evaluation methodology and tools 

For the evaluation and comparison of the different association approaches, a heterogeneous network 
deployment scenario is modelled in a system simulator. The simulation setup is described in Figure 4-22 
and corresponds to the recommended layout described in 3GPP TS 36.814 [177]for heterogeneous 
network investigations. The macro deployment consists of a regular hexagonal cluster of 19 three-sector 
base stations for a total of 57 cells. In addition, low power nodes (e.g. HeNBs) with omnidirectional 
antennas are deployed each in a random position within the corresponding macro cell coverage area. The 
characteristics of the analyzed deployment are summarized in Table 4-2, for a LTE system with 10 MHz 
spectrum and using the channel model referenced in [177], derived from ITU-R M.2135 recommendation. 
 
 

 
Figure 4-22: Cell association simulation layout with macro and low power cells. 
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Table 4-2: LTE system parameter for cell association simulations 

System Parameters Value 
Carrier  2 GHz 
Bandwidth  10 MHz 
Subcarrier spacing  15 kHz 
Number of subcarriers N  600 
System Loading Fully loaded 
Number of users 30 users/macro cell 
User distribution Uniform in macro cell 
Thermal noise density N0  -174 dBm/Hz 
Macro Cell Parameters  Value 
Layout  57 cells, sectorized  
Inter-site distance  500 m 
Transmission power  46 dBm 
Antenna gain 17 dBi 
Channel model  Uma, cfr. [177] 
Shadowing std dev 4 (LOS) and 6 (NLOS) dB 
Decorrelation distance  37 (LOS) and 50 (NLOS) m 
UE Spatial Distribution  Uniform random 
LPN Cell Parameters  Value 
Number of LPNs dropped  2 nodes per macro cell 
Transmission power  10 dBm 
Antenna gain 5 dBi 
Channel model  Umi, cfr. [177] 
Shadowing std dev 3 (LOS) and 4 (NLOS) dB 
Decorrelation distance  10 (LOS) and 13 (NLOS) m 
CRE handover bias 12 dB 

 
 
 
Performance results are collected by means of snapshot simulations, according to the following steps: 

• Users are dropped uniformly in macro cell coverage areas at each drop 

• Channel model towards macro cells and low power cells is calculated 

• A serving cell is assigned to each user, based on strongest received signal strength and 
considering handover threshold bias for Cell Range Expansion (CRE) 

• Cell association is performed according to the respective approaches described above 

• Performance metrics, in term of UE geometry (SINR), are collected over several drops  
 
Results are processed with main focus on users served by low power nodes in CRE region, which are the 
primary target of interference mitigation. For the evaluation of the user SINR, it is assumed that the 
associated macro aggressor(s) to each low power node is blanked for interference management when the 
low power node schedules such a user, to model eICIC technique with Almost Blank Subframes (ABS) 
[4]. This translates in considering null interference from the blanked cell when SINR is computed for the 
user, as captured in equation  (4.1).  
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where orI  is the received power at the user for each cell (s = serving cell, k = other cells), thN  is the 

thermal noise and sS  is the set of cells associated with the low power node server. 

4.2.5.2 Simulation Results 

In this section simulation results for cell association evaluation are presented, collected over 10 drops for 
each of the simulation case analyzed. All three different approaches for cell association have been 
modelled and contrasted towards an ideal cell association, where for each user, the strongest interferers 
are blanked.  
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In case of manual association via O&M approach (see 4.2.4.1), low power node cells are associated based 
on their location to the macro cell providing the underlying coverage. For the automated approach 
without UE assistance (see 4.2.4.2), a Radio Environment Monitoring (REM) unit consisting in a receiver 
at the low power node is used to detect the strongest macro cell interferers. For the automated approach 
with UE assistance (see 4.2.4.3), UE measurements are collected at the low power node and processed to 
assess the interferers that mostly causes problem to the served users.   
 
Figure 4-23 shows the results in terms of UE geometry distribution for the three different cases, as well as 
the ideal case used as reference, which corresponds to having at each point of time the strongest 
interferers for the particular UE being scheduled silenced in neighbour macro cell aggressors. In addition, 
also the geometry of users served by low power node not in CRE (center cell users), for which ABS is not 
applied, is included. As can be seen, the approach with UE assistance is performing better: this is 
somehow expected as the approach tends to reduce interference that mostly matters from the user 
performance perspective. The other two approaches have slightly worse performance, whereby the REM 
assisted method seems slightly better than the manual configuration: this is somehow expected as signal 
measurements are considered. 
. 
  

 
Figure 4-23: Cell association simulation results: UE geometry distribution. 
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Figure 4-24: Cell association simulation results: performance loss compared to ideal case. 

 

 
Figure 4-25: Single cell association vs. multiple cell association results. 
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Figure 4-24 represents the same results in terms of potential loss compared to the ideal case, for each 
percentile of distribution. As can be seen, the losses are within 1 dB for entire percentile range for UE 
assisted approach with almost no losses for the top 30 %-tile, while the baseline method and the REM 
assistance method shows losses of about 1.5 to 2.0 dB and a tendency to perform somewhat worse for 
upper 50%-tile of the users. 
 
Analysis has been done also for the case where multiple aggressors are identified and blanked, by 
contrasting the case of single cell association and association with two cells (N = 1, 2). Figure 4-25 shows 
the results for both cases for all three cell association approaches, in terms of geometry distribution. What 
can be observed is that the advantages achieved by the cell association with UE assistance compared to 
other methods increases with more aggressors being blanked. In this case in fact, the information 
provided by the UE has higher value in case of dense deployments, whilst using pure planning 
consideration with OAM assistance may be more challenging. 
 

4.2.5.3 Conclusions 

Cell association has been evaluated by means of numerical simulations, comparing different approaches 
to the ideal association case. The baseline approach of OAM assistance and manual configuration 
provides a good basis for association with simple algorithms but requires more manual work and is in 
nature fully static. Providing assistance helps automating the configuration of the systems in general, 
though no benefits could be seen in case UE measurements are not used for the scope. Overall assisting 
the association by means of collected UE measurements has proved to be the best approach in terms of 
performance, reduction of manual configuration and adaptivity possibility, while using low power node 
receiver seems not providing any particular performance increase.  
 
 

4.3 Achieving an Average Spectral Efficiency of 8 bps/Hz for Femto cells 

 
Spatial multiplexing is a prominent feature of multiple input multiple output (MIMO) systems in 3GPP 
LTE networks. In order to achieve higher number of spatial layers (for a given antenna configuration), 
higher SINR (signal to interference-plus-noise ratio) values are required. With reuse 1 in the network, 
interference may become more significant and hence could reduce the SINR values. In this section, we 
study the performance of heterogeneous femto/macro network characterized by a MIMO spatial 
multiplexing. We present the values of two key performance indicators (KPIs), namely average cell 
throughput and average spectral efficiency with full frequency reuse in both the macro and femto 
networks. Then, we demonstrate the impact of a partial bandwidth utilization framework on the system 
performance. We show how the objective of 8 bps/Hz average spectral efficiency could be achieved in 
femto network by exploiting MIMO spatial multiplexing and employing a self-organized bandwidth 
allocation scheme for interference management.  
 
The enhancement in performance as a result of spatial multiplexing in macro LTE networks has already 
been demonstrated in existing literature. Few references on the subject are: [147]–[150]. As for the 
performance analysis of spatial multiplexing in heterogeneous macro-femto network, some recent articles 
could be spotted. For example in [151], results for SU-MIMO (single user-MIMO) mode of LTE (which 
is one of the spatial multiplexing modes of LTE) are given. Authors have assumed reuse 1 in both macro 
and femto networks and have considered maximum of two femto cells per macro cell area. Authors of 
[152] have developed analytical models for the coverage evaluation in a two tier macro/femto network. 
Two spatial multiplexing modes, SU-MIMO and MU-MIMO, have been considered in this study. 
However, to simplify the analytical approach, authors have not considered shadowing in their model. 
Furthermore, they consider flat Rayleigh fading per subband. 
 
The gain brought by spatial multiplexing is very promising but is greatly affected by other cell 
interference as has been discussed in [153]. Considering a co-channel deployment of macro-femto, 
interference will be a critical factor that will affect the spatial multiplexing. Hence it is necessary to study 
the effect of interference mitigation in this case. Interference management in a macro/femto network is an 
active topic of research at the moment. Different solutions based on power control and frequency reuse 
are for example presented in [30][31][34][89],[154]-[156]. In this article we rely on Monte Carlo 
simulations to first analyze the performance of spatial multiplexing mode (SU-MIMO) of LTE in a reuse 
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1 macro network with underlay femto network for different antenna configurations. Then we show the 
improvement in performance parameters because of a frequency mitigation framework. Our simulation 
results highlight that gain in performance because of the frequency mitigation mechanism is more 
pronounced in MIMO networks as compared to the ones with SISO.  
 
The rest of this section is structured as follows. A brief introduction of closed loop spatial multiplexing 
mode of LTE (Rel. 8,9) is given in subsection 4.3.1. Details about wireless channel model, interference 
calculation and effective SINR computation are presented in section 4.3.2. In subsection 4.3.3, overall 
system description and simulation campaign parameters are introduced. Monte Carlo simulation results 
are discussed in subsection 4.3.4 followed by conclusion in subsection 4.4.6. 
 

4.3.1 Close-Loop Spatial Multiplexing (CLSM)  
Among the multiple spatial multiplexing modes specified in LTE (Rel. 8,9) [109], we focus on CLSM 
which is transmission mode 4 of LTE. In this transmission mode, independent data streams could be 
transmitted from each transmitting antenna. The maximum number of spatial streams is defined by 
min(Nt,Nr) where Nt and Nr are the number of transmit and receive antennas respectively. The UE sends 
the following three feedbacks (reflecting its radio environment) to the BS : 
 

• CQI (channel quality indication) 
• PMI (precoding matrix indicator) 
• RI (rank indication) 

 
where CQI specifies the modulation and coding scheme, PMI refers to the index of the codebook (a set of 
precoding matrices [107]) and RI indicates the maximum number of spatial layers that the UE could 
support. CQI and PMI are sent by the UE with the same periodicity, whilst RI is fed back with a period 
which is multiple of that of CQI/PMI. Furthermore, the CQI and PMI both could be frequency selective 
with a possible granularity to the level of a subband whereas RI is measured over wideband [107]. The 
elements of the transmission chain that involve CQI, PMI and RI feedbacks are shown in Figure 4-26:. 
According to [107], whatever the antenna configuration may be, the maximum of two codewords can be 
transmitted simultaneously. 
 

 

Figure 4-26: The elements in the transmission chain that implicate CQI, PMI andRI feedbacks at 
different stages. 

4.3.2 Interference and Channel Model 

4.3.2.1 Channel Realization 

The radio channel between a UE u and a (H)eNB b suffers from long-term as well as short-term 

variations. The long-term propagation loss encompass the path loss ),( ub
pl  and the lognormal shadowing 

( ))(),( ~ bub
Sh ~l σ0,N

. These components are computed according to the model 1 of [114]. Since the antenna 

gain of the UE g(u) and that of (H)eNB g(b) are also fixed entities, we subtract the two from the 
propagation loss and the resultant long-term variations loss L(b,u) can be written as: 
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where all the terms on the right hand side of the equation above are in dBs. The short-term part represents 
the fast fading. It is generated by using the MIMO SCME (spatial channel model extended) channel 
introduced in [157] which supports bandwidths higher than 5 MHz (since the bandwidth used in our 
system simulations is 10 MHz). For Doppler effect, a velocity of 3 km/h has been considered. As for 
power and delay profile, the urban macro (UMa) model has been taken into account. From the temporal 
representation, the frequency domain response is derived using FFT of size NFFT. The number of useful 
subcarriers N is bandwidth specific and can be referred from [41]. 
 

4.3.2.2 Subcarrier SINR 

Minimum mean square error (MMSE) receiver is applied on each subcarrier to detect each layer. Ignoring 
the fast fading gain associated with interfering (H)eNB, post-receiver SINR of subcarrier n for a UE u is 
calculated over every spatial layer transmitted. 
 

4.3.2.3 Effective SINR 

Channel gains experienced by subcarriers are likely to be different over the whole band due to the small 
coherence bandwidth (inversely proportional to the delay spread) of the multipath channel. Hence, 
different subcarriers (and subbands) may suffer from different SINR and the error rates on these 
subcarriers may not be the same. Therefore, block error rate (BLER) of the coded block (transmitted over 
multiple subcarriers) cannot be obtained through direct averaging of these error rates. In order to obtain a 
single SINR value of multiple subcarriers that could correspond to this BLER, certain physical abstraction 
models are used. The resultant single value is called the effective SINR. In our System Level Simulations 
(SLS), we have used the physical abstraction model Mean Instantaneous Capacity (MIC) [158]. As for 
CQI, we have chosen ”higher layer configured subband” reporting [107], so that the CQI for subband s is 
computed based on effective SINR. Each subband is comprised of NSc subcarriers. The set Ss of subbands 
for which a UE has to send CQI reports back to (H)eNB is configured by Radio Resource Control (RRC). 
While considering FFR, RRC only asks for reports on the subbands that are used by a particular (H)eNB. 
The instant of these reports is also set by RRC. In our simulations, we have considered a periodic 
reporting every Transmission Time Interval (TTI = 5ms). 
 

4.3.3 System Model and Simulation Details 
We have carried out simulations with four different antenna configurations: 1x1, 2x2, 4x2 and 4x4. To 
study the effect of interference mitigation in MIMO networks, we have considered four different 
scenarios (for every antenna configuration) of the frequency reuse framework that we have presented in 
[159]. These four scenarios are as follows: 
 

• Reuse 1 in both the macro and femto networks 
• Reuse 1 in macro and partial resource utilization in the femto 
• FFR in the macro and reuse 1 in the femto networks 
• FFR in the macro and partial resource utilization in the femto 

 
For a brief recall, with FFR (see Figure 4-27:) in the macro network there are S0 subbands used in the 
inner region and Sm (where m ∈  {1, 2, 3}) used in the outer region. If S represents the total subbands 
associated with system bandwidth W, then in every macro cell there will be |S|−|S0|−|Sm| orthogonal 
subbands that could be exploited by the underlay femto cells. The least interfered subbands are found by a 
femto cell through sniffing process. 
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Figure 4-27: Fractional Frequency Reuse (FFR) case. Subbands S0 are deployed with reuse 1 in the 
inner regions, while S1, S2 and S3 are deployed with reuse 3 in the outer regions. 

Simulation parameters are summarized in Table 4-3. Monte Carlo approach is used with a significant 
number of runs where in each run (lasting several TTIs) UEs are randomly dropped across a macro 
cellular network of 7 sites with 3 sectors per site. No macro UE is dropped inside the clusters that host 
femto cells. Deployment of femto cells is carried out with the help of dual-stripe model [114]. A bird 
view of a dual-stripe cluster is shown in Figure 4-28:. A femto cell is hosted by a 10 m× 10 m block 
inside the cluster. On each floor there are 40 blocks and a total of 6 floors have been considered in the 
simulation. 
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Figure 4-28: Dual-stripe model 

The presence of HeNB in a block is governed by the probability of femto cell deployment. The position 
of HeNBs inside a block follows uniform random distribution. The transmission power per subcarrier is 
different for an eNB and HeNB. However, within the macro and femto networks themselves, this value is 
kept constant. To obtain the value of the subcarrier transmission power, the total transmission power of 
(H)eNB is divided by the number of useful subcarriers per (H)eNB.  
 
In context of FFR, the size of the inner/outer region depends upon the division of resources (subbands in 
our case) between the inner and the outer regions. It is done in a way that the ratio of the surface area of 
the inner and outer regions is proportional to the ratio of the resources being allocated to the two regions. 
This is in coherence with the equal resource allocation scheme used for assignment of resources to UE. 
MUEs are dropped into a macro cell using uniform random distribution such that a certain number of 
MUEs are attached to the serving eNB according to the best link criteria. 
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Table 4-3 Simulation Parameters For Macro/Femto Network 

LTE Parameter Value 
Carrier frequency 2 GHz 
Bandwidth W 10 MHz 
Subcarrier spacing  15 kHz 
Number of subcarriers N  600 
Number of subbands |S| associated with W 9 
Number of subbands in the inner region per cell |S0| 6 
Number of subbands in the outer region per cell |Sm| 1 
Thermal noise density N0  -174 dBm/Hz 
eNB Parameter  Value 
Inter-site distance  500 m 
Transmission power  46 dBm 
Antenna gain g(b)  14 dBi 
Antenna pattern 
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where θ is in degrees. 
Shadowing standerd deviation 8 dB 

0.5 inter-site Shadowing correlation  
1 intra-site 

HeNB Parameter  Value 
Model  Dual-Stripes 
Number of clusters dropped per macro cell 1 
External wall attenuation  20dB 
Internal wall attenuation  5dB 
Number of floors  6 
Number of blocks per floor  40 (20 per stripe) 
Deployment probability inside a block  0.1 
Transmission power  10 dBm 
Antenna gain g(b) 0 dBi 
Shadowing standerd deviation 4 dB 
Shadowing correlation  0 
Number of UEs dropped per HeNB  1 

 
The number of MUEs dropped per macro cell varies for reuse 1 and FFR cases. In either case, this 
number is equal to the number of subbands assigned to each cell. As per the parameter values listed in 
Table 4-3, 7 and 9 MUEs are dropped per cell for FFR and reuse 1 respectively. This is done to have 
equal number of subbands (one in this case) to be allocated per MUE. For HeNB deployment, on average, 
one dual-stripes cluster is randomly dropped per macro cell. HUEs are uniformly dropped inside the 
block near their serving HeNB and attachment is forced toward it. The drop is performed until all HeNB 
have a given number (one in our case) of HUEs. It is considered that there is no MUE present inside a 
cluster.  
 
Attached UEs report their CQIs/PMIs every 5 TTIs of all subbands configured by their serving (H)eNB. 
The reporting period of RI is twice (i.e. 10 TTIs) that of PMI/CQI (as mentioned in section III, the 
reporting period of RI is a multiple of that CQI/PMI). The RI is reported over wideband. The selection of 
PMI and RI is carried out through an exhaustive search. The combination of PMI and RI that delivers 
maximum throughput is fed back by the UE. Based on these received reports, the (H)eNB allocates its 
resource to the users based on equal resource allocation scheduling scheme for the next TTI. The 
minimum scheduling unit is one subband. The scheduling of MUEs is carried out in a way that a subband 
is allocated to a UE which has the best channel quality on that subband while satisfying the condition that 
every UE gets equal number of subbands. However, equal resource allocation is not of that importance 
for the femto cells given the fact that each HeNB serves only one HUE at an instance and allocates all 
available subbands to it. We consider full buffer traffic model for both the HUE and MUE. The 
throughput calculation is derived from the effective SINR for each scheduled UE by using truncated 
Shannon bound, in adequation with the approach adopted in [160]. 
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4.3.4 Analysis of Numerical Results 
In this section, we present and discuss the results obtained through simulations. Since the amount of 
resources allocated per user is different for femto and macro networks, user throughput cannot be used as 
a metric of comparison. In order to fairly compare all the scenarios, in Figure 4-29:, we have presented 
the average spectral efficiency in bps/Hz that does not depend upon the amount of allocated resources per 
user. For the sake of clarity, we have included only two antenna configurations (1x1 and 4x4) in Figure 
4-29: (a). The curves for the other two antenna configurations can be found in Figure 4-29: (b). All the 
curves in these figures correspond to the scenarios with 2 subbands allocated per femto cell through 
sniffing process. It can be observed that the gain realized by interference mitigation scheme FFR in the 
macro increases with higher antenna configurations.  
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(a)                                                                                         (b) 

Figure 4-29: CDF of spectral efficiency (bps/Hz) of both the macro and the femto 

The average values of spectral efficiency for different antenna configurations are given in Table 4-4. It 
can be observed that partial subband usage by femto network and CLSM with 4x4 MIMO results into an 
average spectral efficiency of more than 8 bps/Hz. Spectral efficiency is an important parameter to gage 
the radio quality but from the point of view of operator, cell throughput has its own significance. 

Table 4-4 Comparison of Average Values of Different Key Performance Indicators (KPIs) 

Reuse 1 in macro FFR in macro Parameter 
Antenna 
configuration 

Subband usage 
per femto Macro cell Femto cell Macro cell Femto cell 
Reuse 1 13.8 21 13.9 22.8 1x1 
2 subbands 16.1 6.7 14 8 
Reuse 1 22.1 35 21.8 38.1 2x2 
2 subbands 25.1 11.6 22 14.1 
Reuse 1 26.1 40.7 26 44.1 4x2 
2 subbands 29.8 13.2 26.1 15.7 
Reuse 1 39.2 62.7 38.5 68.1 

Average cell 
throughput (Mbps) 

4x4 
2 subbands 43 21 38.9 26 
Reuse 1 1.4 2.3 1.7 2.5 1x1 
2 subbands 1.4 3.3 1.7 3.7 
Reuse 1 2.3 3.9 2.9 4.2 2x2 
2 subbands 2.4 5.8 2.9 6.6 
Reuse 1 2.8 4.5 3.4 4.9 4x2 
2 subbands 2.8 6.6 3.4 7.3 
Reuse 1 4.2 7 5.2 7.6 

Average spatial 
spectral efficiency 
(bps/Hz)  

4x4 
2 subbands 4.2 10.5 5.2 12.1 

In presence of reduced usage of resources in femto, it is important to analyze its effect on the values of 
cell throughput. Thus CDFs of average cell throughput for all antenna configurations are given in Figure 
4-30:. 
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(a)                                                                                         (b) 

Figure 4-30: CDF of cell throughput (Mbps) of both the macro and the femto 

The average values of cell throughput for all studied scenarios are given in Table 4-4. Though 25% 
resource utilization (through sniffing process) per femto cell results into an average spectral efficiency of 
8bps/Hz , but as compared to reuse 1 it suffers from almost 61% decrease in average cell throughput 
while considering FFR in macro network. However, the same value with reuse 1 in the macro network is 
about 66%. Hence frequency mitigation has earned us a gain of 5%.  
 

4.3.5 Conclusion 
We have shown the performance of a macro/femto network equipped with MIMO spatial multiplexing 
mode. We have shown that by combining spatial multiplexing characterized by 4x4 antenna configuration 
and interference mitigation, a target of 8bps/Hz is attainable. However, as compared to reuse 1, the 
average cell throughput is lesser. In future, we intend to work upon interference mitigation techniques that 
could further increase the value of average cell throughput while maintaining average spectral efficiency. 
 

4.4 SON for Interference Minimization  

4.4.1 Problem Statement 
Fractional frequency reuse FFR, where interfering neighbors transmit data on orthogonal subbands 
(subbands are contiguous collections of frequency resources) is widely used in wireless cellular networks 
to enhance the throughput of cell-edge users. Access to the remaining subbands is restricted (possibly via 
power reduction) or even forbidden, so as to avoid detrimental interference with neighboring base stations 
(BSs). Thus, via the use of FFR, user equipments (UEs) located near the boundary of two or more BSs 
face less interference and enjoy better service quality. However, the disadvantage of using FFR is that it 
drastically decreases the spatial reuse of resources and hence decreases the system capacity. Additionally, 
the unpredictable variations in the interference caused by the uncoordinated deployment of small cells, 
indicates the necessity for dynamic frequency reuse approaches that aim at adapting the spatial reuse of 
resources to the observed interference conditions. 

In [101], we have developed a centralized subband assignment scheme for uncoordinated networks 
coined Graph Based Dynamic Frequency reuse (GB-DFR). In GB-DFR, a central controller collects the 
identity (ID) of the interfering neighbors observed by each BS and maps this information onto an 
interference graph. It then assigns subbands to BSs by applying a modified graph coloring algorithm that 
takes into account the efficient spatial reuse of subbands. The novelty of GB-DFR stems from the 
flexibility in the number of subbands that can be assigned depending on the interference conditions 
observed by each BS. Those BSs facing low interference are assigned more subbands and vice versa. 
However, GB-DFR is suitable only for single user deployments where each BS serves just one UE. As the 
number of UEs served by the BS increases, the utilization of subbands decreases. For this purpose, an 
extended GB-DFR (eGB-DFR) is investigated that is better suited to serve multi-user scenarios with the 
objective of increasing the cell-edge capacity whilst maintaining high subband utilization. In order to 
enable this, we define two classes of subbands depending on their foreseen usage by a BS: primary 
subbands (PSs) and secondary subbands (SSs). The PSs are assigned by a central controller similar to 
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GB-DFR [101], so as to protect cell-edge UEs facing high interference. The PSs belonging to a particular 
BS cannot be used by their interfering neighboring BSs because such neighbors can cause high 
interference to UEs of the BS in question. In order to ban/block subbands at the interfering BSs, BSs send 
a PS indicator to their interfering neighbors. When a BS receives such an indicator, it cannot use the 
indicated subband and this way cell-edge UEs allocated resources from within the set of PSs experience 
low interference. Secondly, the SSs, belonging to the set of all unblocked (in other words, non-PS) 
subbands are assigned autonomously by BSs after PSs are assigned. SSs can be used by a BS depending 
on the prevailing interference conditions; but, enjoying no privileges, these subbands cannot be blocked at 
interfering neighboring BSs. Resources of SSs can therefore be allocated to cell-center UEs facing less 
interference as long as they do not cause high interference to neighboring BSs. Consequently, the usage 
of the PSs boosts cell-edge capacity, whereas the SSs increase the spatial reuse of resources especially for 
multi-user deployments. This is therefore a hybrid method comprising a centralized and a decentralized 
component. 

4.4.2 System Model 
We consider the downlink of a long term evolution (LTE) system where the system bandwidth consists of 
multiple subbands. Each subband consists of a fixed number of resource blocks (RBs) which are the most 
basic downlink resource allocation units for data transmission. A BS can allocate RBs of the same 
subband to multiple UEs; however, a RB can be allocated to only one UE in any given cell.  

Owing to the cluttered deployment of BSs, it is impossible for a UE to identify the list of interfering BSs 
in advance. Instead, a global, pre-defined signal-to-interference-plus-noise ratio (SINR) threshold, γth, is 
defined which represents the minimum tolerated SINR for each UE. In LTE, UEs can differentiate 
between the received signals from various BSs in their vicinity with the help of BS-specific reference 
signals termed as common reference signals (CRSs). The received signal strength observed by UEu from 
BSn is determined by:  

                               (4.3) 

where  is the constant CRS transmit power across all BSs and nuG , is the channel gain 

comprising the combined effect of path loss and shadowing between BSn and UEu. Based on the received 
signal strengths from the serving BS, BSb, and from the set of all interfering BSs, Iu, a UEu experiences a 
worst-case SINR of γu. If γu< γth, then from Iu, the largest interfering BS is removed and γu is recalculated. 
This process continues iteratively until 

         (4.4) 

where η  accounts for thermal noise and  is the set of tolerable interfering neighbors defined using set 
notation 

               (4.5) 

where Iu,rem is the set of removed interfering BSs. The set of BSs belonging to Iu,rem must not use the same 
subband from which RBs are allocated to UEu, so that UEu may achieve an SINR of at least γth. Based on 
the feedback received from its served UEs, a BS constructs the union set Ib,rem. This set becomes the 
neighbor list with regards to the BS in question.  
Furthermore, in LTE, a UE is also capable of calculating the SINR at each subband. Then, it feeds this 
information back to its serving BS. The signaling of SINR levels is achieved in LTE by using the channel 
quality indicator (CQI) [107].  

4.4.3 Extended GB-DFR 
The eGB-DFR scheme consists of two parts: central assignment of PSs and autonomous assignment of 
SSs. Subband assignment is done on an event triggered basis which means subbands are updated only if 
there is a change in the interference environment. This will be described in detail in the following 
subsection. Additionally, all BSs are synchronized with a time duration equal to that of a so-called time 
slot. Between the starting instances of two time slots, the subband configuration remains undisturbed, i.e., 
changes in the subband assignment are only made at the start of the time slots. 
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Figure 4-31: An example of subband assignment where the system bandwidth consists of 3 
subbands. 

A toy example of the allocation of subbands to the various users of various BSs is depicted in Figure 
4-31. According to this figure, BSC causes high interference to some UEs served by BSA and BSB. Since 
these UEs are allocated RBs from subbands 1 and 2, respectively, these subbands are blocked at BSC. 
Likewise, BSA cannot use subband 2 and BSB cannot use 1. Therefore, subband 1 is declared the PS for 
cell A, subband 2 the PS for cell B and subband 3 for cell C. On the other hand, UE2 served by BSA does 
not face high interference from BSB and BSC, therefore BSA may allocate subband 3 RBs to UE2 without 
causing high interference to UE4 served by BSC. 
A BS allocates RBs from PSs and SSs to UEs depending on the UEs’ perceived interference conditions. 
Cell-edge UEs are prioritized for being allocated PS RBs, while the cell-center UEs can be allocated RBs 
from SS. This results in a fair allocation of resources among UEs in the same cell. For instance, BSA in 
Figure 4-31, serves UE1 and UE2 and can transmit data on subband 1 and subband 3 as PS and SS 
respectively. As UE1 faces high interference from BSC on the SS, only RBs from the PS can be allocated 
to it. On the other hand, RBs from both PS and SS can be allocated to UE2. In such a situation, for the 
sake of fairness, UE1 gets all resources from the PS and all resources from the SS are allocated to UE2. 

4.4.3.1 Primary Subband Assignment 

In order to assign PSs to BSs, the central controller uses an interference graph which is constructed 
according to the feedback from the BSs. In order to implement this, each BS reports its neighbor list to 
the central controller when a change (such as the introduction of a new BS to the network) is detected. 
The central controller then builds an interference graph based on this feedback. If the feedback from BSs 
causes a change in the interference graph, the central controller updates the PS assignment of all BSs and 
informs them.  
After the PS is assigned, the BS in question can inform the (potential) interfering BSs of its served UEs 
via a PS indicator. In this way, the serving BS blocks the interfering BSs for using its PS and the desired 
γth can be achieved at the given UEs. The serving BS sends PS indicator only for those UEs to which RBs 
from the PS are allocated, i.e., cell-edge UEs.  
 
1) Construction of the Interference Graph: In the interference graph, each node corresponds to a BS 
and the edge connecting two nodes represents the interference between two BSs, if this interference 
exceeds the pre-defined threshold. One important point here is that the edges in the graph are assumed to 
be undirected, which means that if BSA reports BSB as its neighbor, then BSB automatically becomes the 
neighbor of BSA, whether BSB reports BSA as its neighbor or not.  
Similar procedures are adopted in [102], [103] and [104], but neighboring relations are constructed 
between UEs meaning each node represents a UE in the interference graph. The main advantage of 
constructing the interference graph based on BSs instead of UEs is that it can remain unchanged for 
longer periods of time. This way, the update frequency of the PS assignment by the central controller 
decreases, and hence, so does the signaling overhead. There are two reasons why the proposed 
interference graph is stable. Firstly, locations of the BSs do not change frequently. As long as a new BS 
does not enter the network or the active one does not leave, the nodes in the graph remain same. 
Secondly, since the BS accumulates feedback from all its served UEs to construct the interference graph, 
the edges reflect the overall interference conditions experienced by the geographically diverse UEs. 
Therefore, the movement of one UE does not cause an adverse change to the interference graph, leading 
to stability. For instance, referring back to Figure 4-31, assume UE2 served by BSA changes its location 
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such that it starts to face high interference from BSB. This, however, does not affect the interference graph 
since UE1 already faces high interference from BSB which in turn does not change the relation between 
BSA and BSB in the interference graph.  
As a final remark, increasing γth results in a graph with higher connectivity, since this increases the 
number of the neighbors, and hence, the number of edges in the graph. This way, higher SINRs are 
achieved, but this is traded off with a reduced spatial reuse of subbands.  
 
2) Graph Coloring Algorithm:  Conventional graph coloring algorithms, such as the one given in [105], 
color the nodes of a graph with the minimum number of colors such that no two connected nodes (in this 
context, neighbor nodes) have the same color. By assuming that each color represents a different subband, 
graph coloring facilitates subband assignment, where two BSs connected via an edge in the interference 
graph cannot use the same subband.  
The drawback of conventional graph coloring is the inefficient usage of the subbands since each BS is 
assigned only one subband. In order to increase the spatial reuse of subbands, a BS in a less interfering 
environment should be able to use more subbands without causing high interference to its neighbors. 
Shortcomings of conventional graph coloring are addressed in [101] with the proposed GB-DFR scheme, 
where the subbands are assigned to BSs in three steps and a cost function is introduced to maximize the 
spatial reuse of subbands. Additionally, in order to increase the fairness for situations where the number 
of subbands is high, a parameter smin is introduced. It indicates the minimum number of subbands that 
should be assigned to each BS. The GB-DFR can be summarized as (for more details, the reader may 
refer to [101]): 
 

• Step 1: Assigning smin subbands to BSs 
– Apply the graph coloring algorithm smin times to the interference graph. 
– For each visited BS assign the optimal subband in terms of utilization of subbands. 

• Step 2: Assigning the remaining subbands to BSs 
– For each subband, find out the BSs to which the given subband can be assigned. 
– Choose the optimal BS in terms of utilization of subbands. 

• Step 3: Find out BSs without any assigned subband 
– If there is any BS which is not assigned any subband because of intense interference, assign a 
subband causing minimum interference to its neighbors. 

 
The GB-DFR method efficiently solves the issue of assignment of subbands for the dynamic environment 
arising from the cluttered deployment of BSs and allows for UE movement. Also, since the number of 
nodes is relatively small, the proposed algorithm has low time complexity for the given interference graph 
and hence the central controller can update the subband assignment with a bearable delay. Note that the 
complexity does not increase as the number of served UEs increases. Consequently, applying the GB-
DFR by a central controller is a convenient approach for assigning PSs to BSs. It is guaranteed that the 
interfering BSs use different PSs as long as the interference graph remains unchanged. However, 
assigning all subbands as a PS and restricting all potential interfering neighbors decreases the spatial 
reuse of subbands for multi-user deployments. For example, assume some BSb is assigned multiple 
subbands, say subbands 1 and 2, after applying the GB-DFR. This forbids all its neighbors in the 
interference graph from using these subbands which protects the cell-edge UEs of BSb. However, for cell-
center UEs that do not need protection, BSb does not need to restrict its neighbors. So that if BSb uses 
subband 1 for cell-edge UEs and subband 2 for the cell-center UEs, then the neighbors of BSb are not 
blocked for using subband 2. In this way, more subbands can be utilized. This gives an indication as to 
why we need to classify subbands as PSs and SSs. For this purpose in eGBDFR, we apply only the first 
and third steps of the GB-DFR for assigning PSs by setting smin as the number of PS per BS. The rest of 
the subbands are assigned as a SS autonomously by BSs, the procedure of which is explained in the 
sequel. 

4.4.3.2 Secondary Subband Assignment 

Similar to PSs, the same γth is set for SSs which means a BS can assign a subband as a SS if any of its 
served UEs experiences an SINR higher than γth on the given subband. For the SS assignment, a BS gets 
feedback from the central controller (if its PS is updated), its neighboring BSs and its served UEs. When 
the BS receives an updated PS information from the central controller, it gives up its assigned SSs. This is 
because, the central controller updates the PS assignment without knowing the SS assignment. So, the BS 
should reassign SSs according to the updated PS assignment. However, as explained in the previous 
subsection, the PS assignment remains the same for longer periods of time, which means that the BS does 
not need to reset all its assigned subbands frequently.  
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Figure 4-32: Overview of the autonomous assignment of SSs applied by BSA. The arrows are 
numbered to indicate the order of the procedures. 

For the time slots when the BS does not receive a PS update from the central controller, it computes the 
SS assignment for the next time slot, based on the feedback received by it from its served UEs and 
neighboring BSs in the previous time slot. This procedure is clarified via Figure 4-32 which shows an 
overview of the autonomous assignment of SSs applied by BSA at the start of a time slot t+1 (assuming 
that feedback has been received in time slot t). According to the figure, BSA acts as a sink for collecting 
SINR levels on every subband from its associated UEs (1), and PS indicators from neighboring BSs, 
which is used for signaling the PS information to the interfering neighbors (2). Depending on the reported 
feedback from the time slot t, BSA updates its subband assignment for the time slot t + 1 (3), and from 
this allotment of subbands, downlink RBs are allocated to the served UEs (4), and a PS indicator is sent to 
the corresponding interfering BSs (5). The same procedure is followed by all BSs in the network. All 
subband selection processes are explained in the following subsections.  
 
1) Set of Available Subbands for Transmission: A BS needs to use a metric to choose the most 
efficient subband in terms of a desired performance criterion. For this purpose, a metric termed as 
subband availability is introduced. The availability of a subband indicates how many UEs experience an 
SINR higher than γth on that subband in a given cell. However, if a BS receives a PS indicator from its 
neighbor(s), the given BS cannot use that subband. Therefore, in this case, the availability of the subband 
becomes 0 independent of the SINR levels reported by UEs. The calculation of the availability of subband 
s in BSb is as 
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where 1 is a conditional binary function whose output is 1 if its argument holds true and 0 otherwise. 

Here,  is the SINR at subband s measured by UEu and Ub is the set of all UEs served by BSb. 
 
2) Assignment of Idle Subbands: Since the SS assignment is determined by a BS based on UE feedback, 
which inherently induces latency, it is possible that multiple BSs access the same subband giving rise to 
destructive interference. The occurrence of such failed subband assignments decreases as BSs learn the 
nature of their environment and the network reaches a stable point where BSs no longer need to update 
their subband assignments. Moreover, frequent changes in subband assignments creates a cascading effect 
whereby neighboring BSs are to update their subband selection, which increases the time required to 
reach a stable resource assignment. Therefore, we introduce a modified p-persistent slot allocation in SS 
assignment. In p-persistent slot allocation policy [106], when a channel is sensed idle by a transmitter, 
meaning no other transmitters send any packet, the transmitter sends the packet with a probability of p. In 
a similar manner, in eGB-DFR, an idle subband may be assigned with a certain probability depending on 
the subband’s availability. For a given subband s, if a UE reports an SINR higher than γth, then BSb 
assigns s with a probability of p. If multiple UEs experience an SINR higher than γth, which means 
availability of s, As,b, is greater than 1, then BSb applies the p-persistent protocol As,b times. The 
probability of the assigning s by BSb for the next time slot t+1 can be formulated as:   

 bsA
bs ptP ,)1(1)1(, −−=+  (4.7) 
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A BS updates its subband assignment only if the probability condition in (4.7) holds, so that simultaneous 
assignment of the same subband by interfering BSs becomes less likely. The subband selection therefore 
converges quicker to a stable state. In (4.7), it is obvious that the probability of assigning a subband 
increases as subband’s availability increases. This favors the selection of a subband that can be allocated 
to more users with high SINRs. 
 

3) SS Selection Algorithm: The idea of using SSs is to allocate more resources to cell-center UEs as has 
already been mentioned. Therefore, a BS searches for subbands on which cell-center UEs experience high 
SINR. This gives a BS the freedom to use more subbands for UEs facing less interference. However, the 
assigned subband should not interfere with the PSs of neighboring BSs. The SS selection algorithm 
applied by BSb for time slot t+1 is given in Algorithm 4-1, where SS(t) is the set of SSs used in the 
previous time slot t, PS is the primary subband assigned by the central controller and S is the set of all 
subbands. 
 

1: Calculate the availability of all subbands 
2: S \ {SS(t) U PS}  ← S’  

3: SS(t) \{s SS(t) | As,b = 0} ←  SS(t + 1) 
4: for  i = 1 → |S’| do 
5:  s = S’(i) 
6:  if  As,b > 0 then 
7:   with a prob. of Ps,b(t + 1) : add s to SS(t + 1) 
8:  end if 
9: end for 

Algorithm 4-1: SS Selection 

The SS selection algorithm first calculates the availability of all subbands using Algorithm 4.1. 
Additionally, before selecting any SS, the BS discards the subbands having zero availability from the SS 
set, SS(t + 1), because either these subbands are banned by the neighboring BSs via a PS indicator or all 
UEs in the cell experience SINRs lower than γth over these subbands. Therefore, such subbands cannot be 
used for the next time slot t+1. Then, in the set of subbands which are not assigned as a PS or SS, S’, the 
subbands having an availability higher than 0 are assigned as a SS with a probability that is calculated 
using (4.7) 

4.4.4 Simulation Setup 
The simulated scenario consists of a single one-story building, modeled by a 5×5 grid, according to 3GPP 
specifications [113]. The 5×5 grid represents a square building consisting of 25 regularly arranged 
square-shaped apartments. Every apartment hosts a femto BS with a certain activation probability. If an 
apartment contains an active femto BS, it serves a certain number of UEs which are randomly distributed 
within the confines of the apartment. Full-buffer transmission is assumed such that every BS assigns all 
available resources from all available subbands to their served UEs. For the sake of simplicity, 
interference from the macrocell network is neglected, which may be accomplished by allocating different 
frequency bands to macro and femto BSs. The system parameters summarized in Table 4-5 are based on 
LTE specifications [113].  

Table 4-5: Simulation Parameters 

  Parameter   Value 
 System bandwidth   20 MHz 
Number of Subbands 4 
Min. Sep. between UE and BS  20 cm 
BS Antenna Gain   0 dBi 
Antenna Pattern (Horizontal)   A(Θ) = 0 dB (omnidirectional) 
Interior Path Loss  L=127 + 30log10d [km]  where d is the 

distance between UE and BS 
Shadowing Std. Dev.   10 dB 
Max BS Tx power   10 dBm 
Thermal Noise Density   η = -174 dBm/Hz 
UE Noise Figure 9 dB 
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Apartment Dimensions 10m x 10m 
Number of UEs per Femto BS 4 
Femto BS Activation Prob. 0.2 
SINR Threshold γth =5 dB 
Prob. p in (4.7) 0.25 

 
For throughput calculations, the attenuated and truncated Shannon bound is applied, which approximates 
the spectral efficiency of appropriately selected modulation and coding schemes subject to the achieved 
SINR. Detailed information on throughput calculations can be found in [101]. As a final remark, each 
snapshot of the simulator lasts for 10 time slots. During the snapshot, positions and shadowing values of 
BSs and UEs are assumed to remain unchanged. This is reasonable since indoors, the mobility of users is 
not as high as would be the case for outdoors. The statistics, such as SINR and capacity, are calculated at 
the end of the 10th time slot, i.e., when a stable resource allocation is achieved. 

4.4.5 Results 
The performance of eGB-DFR is compared to FFR and GB-DFR. We use two FFR schemes: FFR 1/4 and 
FFR 2/4 where each BS is centrally assigned one and two subbands out of four available subbands 
respectively. For eGB-DFR, the number of PS per BS is set as 1. 

 

Figure 4-33: CDF of SINR 

Figure 4-33 shows the cumulative distribution function (CDF) of the achieved SINR. With eGB-DFR and 
GB-DFR, nearly all UEs achieve an SINR exceeding γth =5 dB. It is seen that the best SINR performance 
is achieved by the system where each femto BS only uses one out of four available subbands.  

 

Figure 4-34: CDF of User Capacity 
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Figure 4-34 compares the CDFs of user capacity of the four methods. Due to the truncated Shannon 
bound, spectral efficiencies saturate at the SINR of 19.5 dB which is the maximum SINR value that can 
be used by the available modulation and coding schemes. Additionally, the value at which the saturation 
occurs depends on the number of resources available for allocation. As a result, despite the encouraging 
SINR performance exhibited by the system employing FFR 1/4, the capacity saturates at a mere 5.5Mbps, 
implying that a high proportion of resources remain unused. While the saturation capacity of FFR 1/4 is 
doubled with FFR 2/4, occasionally idle resources remain unused. Moreover, the cell-edge user 
throughput (given by the low percentiles of the user capacity CDF) substantially degrades. eGB-DFR, 
like the FFR 1/4 system shows very good cell-edge performance (at the low capacity regime), but also 
shows very promising cell-center performance at the high capacity regime. These improvements come at 
a loss of capacity approximately between the 30th and 60th percentiles compared to FFR 2/4. However, 
this loss is compensated by the cell-edge improvements and increase in capacity beyond the 80th 
percentile. Figure 4-34 also shows the superiority of eGB-DFR over GB-DFR at high capacity regions. 
Since SSs are not blocked, more subbands are utilized with eGB-DFR, and hence, cell-center UEs can be 
allocated more resources. 

Table 4-6: Performances of the Compared Methods 

Method  Cell-edge Cap. Average Cell Cap. 
FFR 1/4 1.57 Mbps 19.82 Mbps 
FFR 2/4 0.35 Mbps 30.23 Mbps 
GB-DFR  1.90 Mbps 27.15 Mbps 
eGB-DFR 1.96 Mbps 35.17 Mbps 

 
 
The improvements in overall performance are summarized in Table 4-6, which compares the cell-edge 
capacity (defined as the 5% of the CDF of user capacity) and the average cell capacity. The results 
demonstrate that eGB-DFR significantly outperforms FFR and GB-DFR in terms of cell-edge and 
average cell capacity. Therefore, eGB-DFR boosts cell-edge capacity without compromising the system 
capacity. 

4.4.6 Conclusion 
The main contribution of this work is to assign resources in unplanned wireless networks that are 
characterized by varying interference conditions. The proposed eGB-DFR method takes the advantages of 
both central and autonomous resource assignment approaches. By assigning the PSs centrally, the system 
reaches a stable resource assignment in a short time and the cell-edge UEs are well-protected. 
Additionally, by assigning SSs autonomously, a BS gets more flexibility in choosing subbands available 
for transmission which increases the utilization of subbands. Simulation results demonstrate that eGB-
DFR attains a significant improvement for both cell-edge as well as system capacities, compared to 
conventional centralized frequency reuse methods and GB-DFR. As the method relies on the 
measurements of UEs, it is able to dynamically adapt to the interference conditions faced in random 
deployments, thus balancing high spatial reuse of subbands with interference protection for cell-edge 
users. Furthermore, the method has less signaling overhead as existing LTE signaling procedures are 
used. Finally, it is worth mentioning that the use of eGB-DFR is not limited to the frequency-domain as 
shown in this paper, but can be used with any other domain such as the time- or code-domains.  

 

 
 

 

 
 

4.5 Ghost Femtocells 

The goal of this method is to achieve effective spectral reuse between macrocells and femtocells while 
guaranteeing the QoS of users served by both macro and femto base stations. We propose a novel 
resource management scheme that limits the overall interference per RB generated outside the coverage 
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range of a femtocell while reducing the transmission power in each Resource Block (RB). This method 
does not involve any message exchange between Femto and Macro BSs. 
 

4.5.1 System Model 
We concentrate on femto-to-femto and femto-to-macro interference in LTE downlink scenarios. We 
consider a mobile wireless cellular network in which mobile terminals and base stations implement an 
OFDMA air interface based on 3GPP/LTE downlink specifications [114]. OFDM symbols are organized 
into a number of physical RBs consisting of 12 contiguous sub-carriers for 7 consecutive OFDM 
symbols. With a bandwidth of 10 MHz, 50 RBs are available for data transmission. Each user is allocated 
one or several RBs in two consecutive slots, i.e., the Time Transmission Interval (TTI) is equal to two 
slots and its duration is 1 ms.  
 
We assume that femtocells are deployed according to the 3GPP grid urban deployment model [115]. This 
model represents a single floor building with 10 m x 10 m apartments placed next to each other in a 5 x 5 
grid. The block of apartments belongs to the same region of a macrocell. Each femto BS can 
simultaneously serve up to 4 users. To consider a realistic case in which some apartments do not have 
femtocells, we use a system parameter dρ  called a deployment ratio that indicates the percentage of 

apartments with a femtocell. Furthermore, the 3GPP model includes aρ , another parameter called an 

activation ratio defined as the percentage of active femtocells. If a femtocell is active, it will transmit with 
a certain power over data channels. Otherwise, it will transmit over the control channel. 
 
Information Theoretic Limits in Non-Ergodic Block F ading Channels 
 
We can characterize many delay-constrained communication systems such as OFDM systems as 
instances of a block fading channel. Since the momentary instance of the wireless channel has a finite 
number of states, the channel is non-ergodic and it admits a null Shannon capacity [116]. The information 
theoretical limit is established by defining an outage probability outP  defined as the probability that the 

instantaneous mutual information for a given fading instance is smaller than the spectral efficiency R  
associated with the transmitted packet:  
 
 ),<),((= RIPP rout αγ  (4.8) 
 
where ),( αγI  is a random variable representing the instantaneous mutual information for a given fading 

instance α  and γ  is the instantaneous Signal to Noise plus Interference Ratio (SINR). For an infinitely 

large block length, outP  is the lowest error probability that can be achieved by a channel encoder and 

decoder pair. Therefore, when an outage occurs, the correct packet decoding is not possible, hence outP  is 

information theoretical bound on the packet error rate. To obtain outP , it is necessary to compute ),(αγI  

associated with the current channel measurement on each group of RBs (M OFDM symbols x N 
subcarriers):  
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Note that Eq. (4.10)  is derived from the work of Ungerboeck [117], where S  is the size of the M-QAM 
modulation alphabet, a is the real or complex discrete signal transmitted vector, z are the Gaussian noise 

samples with variance 2σ and Ez denotes expectation w.r.t. z. 
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4.5.2 Ghost Femtocells: the Proposed Resource Allocation Algorithm 
In our vision, femtocells should be invisible in terms of interference generated to neighbour cellular users. 
Nevertheless, femtocells deployment presents a very challenging issue: while femto BSs power 
consumption and interference range should be small, the coverage range at which UEs can meet their 
QoS constraints should be large. Based on this observation, we propose a novel RRM algorithm designed 
to strongly lower femto BSs downlink transmission power. In our proposal, we take advantage of the 
unusual communication context of femtocells for which locally few UEs compete for a large amount of 
resources. We come out with a 9 step RRM algorithm, the Ghost Femtocells ( ghostRRM ) that reduces 

transmission energy by using available frequency resources. The detailed description of the proposed 
algorithm is as follows:  
 
Step 1: [Classification of Interferers] Femto UEs overhear the broadcast channel (BCH) and estimate 
which neighbour femto BSs are currently strong interferers. An interferer is strong, if its sensed power 
level is larger than a predefined threshold. 
 
Step 2: [Feedback to femto BS] Femto UE feedbacks to the femto BS its QoS constraints, the 
momentary Channel State Indicator (CSI) measurements, and the cell-IDs of the femto BSs perceived as 
strong interferers.  
 
Step 3: [Feedback to Control Unit] Each femto BS within the femtocell network (i.e. the group of 
femtocells placed in a block of apartments) reports this information to the Control Unit (CU). For each 
user i in the network, the CU stores the set of its neighbours iV . The elements of this set are the users that 

are served by the femto BS of user i (HeNBi) and the users that are served by the femto BSs that are 
indicated as strong interferers by HeNBi.  
 
Step 4: [Computing Scheduling Matrices] According to the CSI measurements and the selected 

scheduler algorithm, the CU computes scheduling metrics j
iλ  for every user i on every RB j. We assume 

that ghostRRM  implements a Proportional Fair based scheduler, that is  
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1=

k
i
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j
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where j
iSINR  represents the instantaneous channel condition of the RB j observed at user i and 

k
i

K
k SINR∑ 1=  is the sum of SINRs of K RBs that have been already allocated to user i. ghostRRM  uses the 

values of this metric as the entries of the scheduling matrices TxM  and RepM  of dimensions 

∑ ×
=

fN

k
RBk NN

1
  where fN  is the number of active femto BSs in the network, kN  is the number of users 

served by the femtocell k , and RBN  is the number of available RBs. In a first phase, based on TxM , the 

scheduler allocates to each user the minimum number of RBs that meets QoS and power constraints. 

Then, in a second phase, the proposed scheduler sorts matrix RepM  to allocate to the served users 
additional available RBs. These two phases are described below in Steps 5 and 7.  
 
Step 5: [Scheduling] For each user to serve, the CU selects the minimum number of RBs that meets QoS 
and power constraints. It schedules in three iterative steps:  

Step 5-a: The controller selects the best user-available RB pair (i,j) with the best metric in TxM .  

Step 5-b: The overall available power at user i served by the femto BS k is k
T

i NPP /=ˆ , where 
TP  and kN  are the power budget and the number of users of the femto BS k, respectively. The controller 

equally splits iP̂  in the set of RBs allotted to user i iBR̂ . Then, according to ( iBR̂ ) and iP̂  the algorithm 

selects the highest possible Modulation and Coding Scheme ( iCSM̂ ).  

Step 5-c: Then, the controller estimates the sum of the Mutual Information I given by set iBR̂  

and iCSM̂ .   

    • When 0=I , the selected user-RB pair cannot be served in this scheduling period so the 

values of the i-rows in both TxM  and RepM  are set to zero.  
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    • When tgRI ≥ , user i is served. The values of the i-row in TxM  and ),( jiM Rep  are set to 

zero and the values of the i-row in RepM  are updated according to the scheduler rule (cf. Eq. (4.12)) 

Moreover, ),( jkM Tx  and ),( jkM Rep , where k ∈  iV , are set to zero.  

    • If tgRI < , the user i is not served yet. The values ),( jiM Tx  and ),( jiM Rep  are set to zero 

and the values of the i-rows in RepM  and TxM  are updated according to the scheduler rule (cf. Eq. 

(4.12)). Moreover, ),( jkM Tx  and ),( jkM Rep , where k ∈  iV , are set to zero.  

 

Step 6: [MCS Scaling] Given the set of RBs ( iBR̂ ) allocated to each served user i, the algorithm finds 

the *MCS  of the minimum order that meets the QoS target. If *MCS  is different from iCSM̂ , the MCS 

of user i ( iMCS ) is set equal to *MCS . The goal of this process is threefold. First, it improves the 

transmission robustness. Second, it reduces the padding thus improving the spectral efficiency. Third, it 
increases the number of possible RBs to repeat the original message. 
 
Step 7: [Repetition] The CU allocates unused RBs to repeat the original message and improve the 
transmission robustness. Scheduling is done in three iterative steps:  

Step 7-a: The scheduler selects the user-available RB pair (i,j) that has the best metric in RepM .  
Step 7-b: For each user-available RB pair (i,j), the algorithm checks the Mutual Information I  

given by the entire set of RBs allocated to user i  and iMCS : 

    • If tgRI < , repetitions would cause outage, hence the values of the row corresponding to 

user I  in RepM  are set to zero.  

    • When tgRI ≥ , the original message is repeated in the additional RB and ),( jiM Rep  as well 

as ),( jkM Rep , where k ∈  iV , are set to zero.  

Moreover the values of the i-row in RepM  are updated according to the scheduler rule.  
Step 7-c: The scheduler process terminates when no more user-RB pairs are available.  

 
Step 8: [Power Scaling] The algorithm estimates the SINR perceived at each served user and reduces the 
allocated transmission power to meet the SINR threshold given by the target packet error rate (PER) and 
the selected MCS. 
 
Step 9: [Message Reception] Finally, each user collects the information received in each of its allotted 
RBs and combines these RBs using the Chase combining scheme [118]. 
 

4.5.3 Simulation Results 

In this section, we assess the effectiveness of the proposed scheme by comparing its performance with a 
reference algorithm (RRMclassic). In RRMclassic, there is no coordination within the femtocell network so 
HeNBs are not aware of the presence and allocation strategy of neighbour HeNBs. Moreover, RRMclassic 
algorithm does not implement MCS and Power scaling (Steps 6 and 8 in RRMghost algorithm). We present 
simulation results for the system model and its parameters presented in Section 4.5.1. The results are 
averaged over 105 runs. At the beginning of each run, we independently generate the channel Rayleigh 
fading coefficients and randomly place HeNBs and femto UEs on the deployment grid. Moreover, indoor 
M-UEs are randomly distributed in the apartments where HeNBs are not deployed. Note that in the 
presented simulations, we consider that all deployed HeNBs are active (ρa = 1) with four femto UEs per 
HeNB. The block of apartments is located at 250 meters from the central M-BS. 
 
Figure 4-35 shows the indoor M-UE performance as the normalized throughput versus the power budget 
PT at each femtocell. In the co-channel femtocell deployment, indoor MUE performance is limited by 
femto-to-macro interference. Some recent research introduced cooperation within M-BSs and HeNBs in 
order to coordinate the access to the radio medium and avoid the cross-tier interference [98]. However, 
following the 3GPP Release 10 baseline [99], we do not implement this coordination in our system. 
Hence, the M-BS scheduler is not aware of the RBs exploited by the interfering HeNBs. When the M-BS 
assigns to an indoor user a RB that is used by a neighbour HeNB, this M-UE can be exposed to a high 
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level of interference. We aim to evaluate the effect of this interference on M-UE when femtocells use the 
reference RRMclassic and the proposed RRMghost. 
To compare these algorithms, we have set the M-UE throughput target (Ttg) equal to 600 kbit/s and 
considered three different femtocell deployment scenarios: 
 

Scenario δL: low density             —    ρd = 0.3, star marked curves. 
Scenario δA: medium density      — ρd = 0.5, square marked curves. 
Scenario δH: high density            — ρd = 0.8, circle marked curves. 

 
Solid and dashed lines, respectively, correspond to the throughput of RRMclassic and RRMghost schemes. 
The results show how RRMghost strongly limits the impact of the femto-to-macro interference in all 
scenarios. For instance, under RRMclassic and considering a HeNB power budget of 10 mW, M-UE 
achieves 15% of Ttg in Scenario δH, 40% of Ttg in Scenario δA, and 53% of Ttg in Scenario δL. Under 
RRMghost, M-UE achieves 63%, 78%, and 84% of Ttg, respectively. In fact, the M-UE performance under 
RRMghost almost does not depend on the HeNB power budget. This improvement comes from steps 6, 7, 
and 8 of the proposed scheme (MCS scaling, Repetition, and Power Scaling) that reduce the level of 
interference experienced in each RB by the M-UE. 
 

 
Figure 4-35 Average indoor M-UE normalized throughput versus power budget at each HeNB in 

different femtocell deployment scenarios. 

Figure 4-36 shows the improvement in femtocell performance under RRMghost. We consider five different 
traffic scenarios: 
 

Scenario Traf 1: Femto UE throughput target Ttg = 200 kbit/s, circle marked curves. 
Scenario Traf 2: Femto UE throughput target Ttg = 400 kbit/s, square marked curves. 
Scenario Traf 3: Femto UE throughput target Ttg = 600 kbit/s, diamond marked curves. 
Scenario Traf 4: Femto UE throughput target Ttg = 1 Mbit/s, star marked curves. 
Scenario Traf 5: Femto UE throughput target Ttg =  2 �Mbit/s, triangle marked curves. 
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Figure 4-36 shows the average Femto UE throughput versus the femtocell power budget PT. We 
investigate the femto-to-femto interference when the HeNBs implement the reference RRMclassic and the 
proposed RRMghost. We can observe that RRMghost always provides better throughput, but to different 
extent depending on scenario. Under RRMclassic, there is no coordination between neighbours HeNBs, thus 
schedulers are not aware of the RBs used by neighbour HeNBs. Hence, when a femtocell scheduler 
assigns to one of its serving user a RB used by a neighbour user, both the femto UEs can be exposed to a 
high level of interference. In Scenarios Traf 1 and Traf 2, the probability that neighbour HeNBs allocate 
the same RBs is fairly small under RRMclassic. Hence, RRMghost results in an improvement. In Scenarios 
Traf 3, Traf 4 and Traf 5, the femto-to-femto interference grows under the RRMclassic scheme and the 
femto UEs performance decrease. On the contrary, in Scenarios Traf 3 and Traf 4 under RRMghost, femto 
UEs achieve performance beyond 90% of Ttg. In Scenarios Traf 5, femto UEs need several RBs to 
achieve Ttg, hence the probability that neighbour HeNBs allocate the same RBs is very high so both 
RRMghost and RRMclassic are far away from Ttg. This effect comes from some concurrent effects. With 
higher Ttg, a larger number of RBs and/or a higher order of spectral efficiency are needed for each user to 
meet his/her QoS constraints. This translates in either larger interference generated to neighbour cells on 
some RBs and/or a need to transmit on the same number of RBs, but with a higher spectral efficiency. 
Transmission is thus more sensitive to both noise and interference generated by close interferers. As a 
result, the proposed scheme strongly limits the impact of the femto-to-femto interference. 
 

 
Figure 4-36 Average femto-UE throughput in function of the power budget at each HeNB in 

different traffic scenarios 

4.5.4 Conclusions and future work 

The future 3GPP/LTE femtocells deployment is expected to be dense: a large population of potential 
interferers will need to share scarce common frequency resources while few users will locally have access 
to a large amount of resources. Classical resource allocation and interference mitigation techniques 
cannot address the challenge of limiting interference between neighbour femtocells and maintaining a 
high level of reliability for macro UE communications. Even if we have not completely made femtocells 
invisible so that the communications in neighbour femtocells do not harm any user in the network, we 
have obtained some important results. We have designed RRMghost, a novel radio resource management 
scheme that efficiently uses the available wireless spectrum in a two-tier network. It limits the undesired 
effects of interference by reducing the radiated power PT required at femtocells to meet target QoS 
constraints. We have evaluated the effectiveness of the proposed scheme for different femtocells loads 
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and for different dense urban deployment scenarios based on the 3GPP/LTE specifications. Our 
simulation results show that RRMghost significantly improves communication reliability for user 
equipment associated with both the macro base station and femtocells. 
 

4.6 Self-Optimization of Antenna Tilt  

The scope of this contribution is focused on Spectral Efficiency (SE) enhancement on the access link of 
Outdoor Fixed Relay femtocells (OFR) through SO of eNB antennas tilt. 
 
OFR are different from conventional femtocells as, unlike femtocells, OFR generally have an over the air 
inband back haul link called access link, to relay the traffic data to and from their donor eNB. This access 
link requires radio resource partitioning between the eNB and OFR to avoid mutual interference. Such 
additional partitioning of resources is bound to have negative impact on the spectrum reuse efficiency of 
the system and hence capacity. Therefore, it is very desirable to optimise the spectral efficiency of the 
access link so that less fraction of radio resources have to be allocated to OFR access link and more 
resources can be used to provide service to users then back hauling. In this contribution we present a 
novel framework and the preliminary results of SE enhancement on the access link through SO of eNB 
antenna tilts. To the best of our knowledge, this concept is novel and the solution presented here is a first 
attempt in this particular direction. 
The rest of this section is organized as follows. First we present system model and assumptions, and than 
we present a novel concept of triplet of adjacent sectors to decompose the system wide tilt optimization 
problem into sub optimal but locally achievable solution. It is followed by preliminary numerical results 
to demonstrate the potential of the proposed solution. Finally, pragmatic implementation aspects and 
future work of the presented framework are highlighted. 

4.6.1 System Model and Assumptions 
We consider a sectorized multi cellular network with each base station having three sectors and each 
sector containing one OFR, as shown in Figure 4-37. 

 

Figure 4-37: System model for problem formulation. Small circles show randomly located OFR’s 
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Let N  denote the set of points corresponding to the transmission antenna location of all sectors and K  
denote the set of location points (e.g. representing location of RS) in the system. The geometric Signal to 

Interference Ratio i.e. SIR perceived at a location k  being served by thn  sector can be given a  
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where P  is transmission power, d  is distance α  and β  are pathloss model coefficient and exponent 

respectively. G  is the antenna gain and for 3GPP and LTE and LTE-A it can be modelled as [143] 
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where θ  and φ  are vertical and horizontal angles, from thn  sector to thk  location. Subscripts ah,  and 

v  denote horizontal, azimuth and vertical respectively. Subscript denotes the tilt angle of particular sector 

antenna as shown in the Figure 4-37. B  represents beamwidth and λ  is weighting factor to weight 
horizontal and vertical beam pattern of the antenna in 3D antenna model [143]. For the sake of simplicity 

we can neglect the maximum attenuation factor maxA  in (4.14). 

Without this clamping, antennas will have continuously increasing attenuation as a function of angular 
distance from their bore site instead of flat attenuation after a certain angular distance from boresight. The 

angular distance beyond which the flat attenuation occurs is 090  in case of a three sector antenna with 
070  beam width. Since the clamping factor only plays a role in determining antenna attenuation for users 

almost behind the antenna, in sectorized deployments with hexagonal topology the effect of this 
simplification is negligible. Without loss of generality we assume maximum gain of 0 dB. Thus by 

neglecting clamping effect maxA  and putting 0=maxG  in (4.14) it can be simplified as  
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We assume that all the base stations transmit with the same power. This assumption is in line with LTE 
where no power control is applied to downlink. For such a scenario, by using (4.15)  in (4.13) the SIR at 

location of thk  user can be determined as  
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For the sake of simplicity, we use the following substitutions  
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 Using the substitutions in (4.17)-(4.19), the SIR in (4.16) can be written as  
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Note that it can be seen that γ  is function of vector of tilt angles of all sectors i.e. 
N
tiltθ  where |=|NN , 

but for the sake of simplicity of expression we will show this dependency only where necessary. 
 
Given the small sector size, we safely assume that a sector at most can have one OFR within it at random 
location. 

4.6.2 Problem Formulation 
Given the system model and assumption, the problem is to optimize system wide antenna tilts to maximize 
the aggregate throughput η  at access link of all the OFRs. Mathematically  

 ( ) ( ))(1logmax=max 2
N
tilt

n
s

sN
tilt

N
tilt

N
tilt

θγθη
θθ

+∑
∈∀ S

 (4.21) 

where S is set of all points identifying locations of all OFR’s in the system.  

4.6.3 Design SO solution 
The formulation in (4.21) is a complex nonlinear multivariable optimization problem. Even if it could be 
solved easily, its solution would require global cooperation among all eNB’s in the WCS and hence 
would not be scalable and agile as explained in introductory sections, and therefore would lack SO. In 
order to achieve a SO solution the complexity of the problem needs to be reduced, such that its solution 
can be executed locally in a distributed manner. There are two main reasons of complexity in this 

problem; firstly the large scale vector optimization over vector 
N
tiltθ  that has as many components as 

number of sectors in the system i.e. ||N  which prevents scalability. Secondly the mutual coupling 

between these variables that requires global cooperation is another reason of complexity of the problem. 
In order to disintegrate this complex global problem into simpler local problem, we propose to aim for 
sub optimal solution as suggested in [8]. By not aiming for optimal solution, the tilt optimization can be 
done locally. To enable this localisation, we propose the concept of triplet. The triplet is a fixed cluster of 
three adjacent and hence most interfering sectors as shown in Figure 4-38. In the next section we show 
how this concept of triplet can be used to decompose our problem and hence make the solution distributed 
to achieve SO.  
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Figure 4-38: Illustration of the concept of triplet of most interfering sectors. Tilts are organized 
within each triplet independently leading to near optimal throughput at access links in distributed 

manner. 

4.6.4 Solving the Tilt Optimization Problem within a Trip let 

Let iT

tiltθ   denote a vector of tilt angle of sectors within ith  triplet, now the local optimization problem to be 

solved and executed within thi  triplet is given as  

 ( )( )iT
tilt

n
s

siT
tilt

θγ
θ

ˆ1logmax 2 +∑
∈∀ iS

 (4.22) 

where 
i

S is the set of locations of the three OFR within ith triplet. The symbol ^ shows that SIR here is 

approximate SIR as it considers interference from the two most interring adjacent sectors only. It is 
because of this approximation that it can be written as function of tilts within the triplet only. To enable 
SO of tilts within in each triplet the optimization problem in (4.22)Erreur ! Source du renvoi 
introuvable. need to be solved. Below we present a solution methodology for solving the problem in 
(4.22)Erreur ! Source du renvoi introuvable.. 
 
If C is the total achievable throughput in a given triplet (subscript i is dropped for simplicity of 
expression), then  
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ˆ1logˆ1logˆ1log= γγγ +++++C  (4.23)  

where postscripts denote sector number and subscripts denote OFR within a triplet, as shown in Figure 
4-38. By substituting (4.20) in (4.23)  we get 
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 in order to maximize C as function of tilt angles , the optimization problem can be written as  

 ( )321

3,2,1
,,max tilttilttilt

tilttilttilt

C θθθ
θθθ

 (4.25) 
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Figure 4-39: Aggregate throughput C plotted for the three access links in a triplet of 

sectors as function of tilt angles of the two sectors in the triplet. Tilt angle of third sector is fixed at 
130 degree for ease of plotting. Though there is a clear global optimum it can be seen that C is not a 

convex function. 

 



 D4.3 V1.0 

Public Information Page 70 (126) 

Figure 4-39 plots C  versus 
1
tiltθ and 

2
tiltθ  for fixed value of 

3
tiltθ . It can be seen that C is not a convex 

function of θ  but it has a clear global optimum. Since the number of optimization parameters is only 

three and their range is also limited i.e. 90<<0 θ , the solution of (4.25) can be easily determined using 
non linear optimization techniques that can tackle a non convex optimization objective.  Since degrees of 
optimization variables higher than 2 are involved in the optimization function, we solve it using 
sequential quadratic programming (SQP). For sake of clarity, we drop the subscript ‘tilt’. Instead we use 
subscript to present the association with a sector in the triplet. Then the problem can be written in the 
standard form as  
 ( )θ

θ

C−min  (4.27) 

subject to: 
 ( ) 1,2,3=,0< jg j θ  (4.28) 

where ],,[= 321 θθθθ   and 
2

)(
πθθ −= jjg . The Lagrangian of above problem can be written as 

 ( ) ( ) gλθλθ
TC −=,L  (4.29) 
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πθλ −− ∑ jj
j

C θλθL  (4.30) 

If Ĥ  denotes the approximate of the Hessian matrix H , then we can define quadratic subproblem to be 
solved at rth iteration of SQP as follows  
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subject to: 
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where Hessian is given as  
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Below we briefly describe the three main steps taken to solve the above problem through SQP: 

1.  Updating Ĥ : At each iteration the value of Ĥ  is updated using the Broyden-Fletcher-Goldfarb-
Shanno (BFGS) approximation method i.e.  
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where  
 rrr θθa −+1=  (4.35) 
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2.  Solution of Quadratic subproblem: Once the Hessian is known the problem.The quadratic 
programming problem can be solved using standard methods. We use gradient projection method as 
described in [144]. 

3.  Line search and Merit function: The solution of quadratic subproblem in the thr  iteration of SQP 
algorithm returns the vector rw  that provides the locus for the next iteration as follows 

 rwθθ α++ rr =1  (4.37) 
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where α  is set such that sufficient decrease in the merit function is achieved. We use the merit function 
defined in [145] i.e. given as 

 ( ))(0,max.)(=)(
3

1=
θµθθψ jj

j
gC ∑+  (4.38) 

where µ  is a penalty parameter which we set as recommended in [145] i.e. 
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Through the above steps of SQP, the problem in (4.25) can be solved within each triplet independently to 
determine the optimal tilt angle to be adapted and maintained by each triplet for given locations of OFR 
within that triplet. 
 
The execution of this solution in each triplet in the WCS independently, results in achievement of the 
system-wide objective in (4.21), approximately. We call this framework TO-BSOF (Tilt Optimization 
through bio-mimetic SO Framework), as the basic idea of decomposing global objective into local 
objective is inspired from SO systems in nature. In next section we present preliminary numerical results 
to demonstrate the potential of TO-BSOF. 

4.6.5 Numerical Results 
A full scale evaluation of TO-BSOF requires multi cell system level simulator with OFR and macro cell 
overlay modelling capabilities. Development of such simulator is a work in progress. Nevertheless, in 
order to assess the potential gain TO-BSOF can yield, numerical results for two different set of location 
of OFRs in triplet are obtained, as shown in Figure 4-40. 
 

 

Figure 4-40: Average spectral efficiency per link and the Jain’s fairness index among the access 
links within a triplet are plotted as function of tilt angle of two sectors while third is fixed at 130 

degree.  

It can be seen that depending on the location of OFRs, a gain in spectral efficiency from 1bps/Hz to 
2bps/Hz can be achieved on average within each triplet, and hence system wide, through TO-BSOF. To 
investigate the impact of TO-BSOF on fairness, Jain’s Fairness Index (JFI) is also plotted. It is interesting 
to note that optimal tilt angle for maximum fairness among access links throughput are different than the 
optimal tilt for maximum spectral efficiency. Nevertheless it is anticipated that fairness among access link 
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is not an important performance objective as long as significant gain in spectral efficiency can be 
achieved. TO-BSOF seems promising in this regard; however a thorough investigation is required to 
evaluate system level performance gain and impact on macro cell users. These issues are the scope of 
future work and are discussed in details in next section that concludes this contribution.     

4.6.6 Practical Implementation of TO-BSOF  
TO-BSOF is implementable in a distributed and self-organizing manner and performance close to optimal 
can be achieved. The main advantage of TO-BSOF is that it does not have heavy signalling overheads 
associated with it. A negligible amount of signalling among the sectors within triplet is required to 
determine the location of OFRs. This signalling can be done through X2 interface and needs to be done 
only when location of OFR is changed. 
 
Although the globally optimal performance is not aimed for by TO-BSOF, however it is just like what is 
observed in nature, where no SO aims for perfectly optimal objective e.g. common cranes never fly in 
perfect V shape, but even maintaining a near V-Shape increases their flight efficiency significantly [146]. 
Furthermore, as postulated in [8] one of the four main paradigms for designing self-organization into 
system is that, for perfect self-organization perfect objectives should not be aimed for. So here the self-
organizing nature of the proposed solution is perfect but at cost of sub-optimal global objective. 
 
Another advantage of TO-BSOF that makes it pragmatic is that because of its highly localised nature it is 
very agile as it has no intrinsic delays caused by excessive global signalling or complex coordination. 
Therefore, TO-BSOF can be implemented in an online manner using event-based triggering mechanisms. 
The execution of TO-BSOF can also be periodic in an off-line manner. Such off-line execution will not 
require real time position information of OFR locations, rather it can rely on off-line information. In case 
of periodic execution the time period of re-execution can range from minutes to months and can be set 
based on the statistics of the long term variations of location of OFR in the area of interest. 

4.6.7 Implications of TO-BSOF and Future work 
While performance gain of TO-BSOF is promising and its practical implementation is simple and very 
little demanding in terms of hardware and software, a number of issues need to be addressed before 
practical realisation of this work. These issues are the scope of ongoing and future work and are briefly 
listed here. 

1. TO-BSOF is based on the assumption that each sector contains one OFR. In real WCS, there can 
be scenarios where some sectors do not have OFR at all. In this case concept of triplet will not 
work. A solution with consideration of such heterogeneous scenario is being investigated in 
ongoing work. 

2. TO-BSOF at the moment does not consider impact on macro sectors users, that impact need to 
be considered and minimised. It can be done by including an appropriate constraint in the 
problem formulation reflecting the interest of macro users. This issue is the focus of our work in 
progress 

3. System level performance evaluation of TO-BSOF and improved version of TO-BSOF with 
point 1 and 2 taken care of is the scope of the future work based on this contribution. 

 
 

5. SON for Radio Resource Management 
This section only contains the innovative contribution of docition. In subsequent deliverables, the 
remaining technical contributions will be presented in greater depth. 

5.1 Docition 

In this activity, we focus on optimizing the self-organizing approach introduced in D4.1 to target 
coexistence in terms of downlink interference from femto-to-macro user and femto-to-femtouser. The 
approach that we propose is based on reinforcement learning. This algorithm is capable of finding optimal 
solutions in dynamic scenarios characterized by only one decision maker. In a wireless scenario, the one 
decision maker scheme could be applied in traditional cellular networks where a node like the Radio 
Network Controller (RNC) is in charge of making decisions that affect a whole area. 
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Reinforcement Learning does not require environmental models and allows nodes to take actions while 
they learn. Among RL techniques, Q-learning [42] has been especially well studied, and possesses a firm 
foundation in the theory of Markov decision processes (MDPs). Q-learning can still be applied to the 
distributed femtocell setting, in the form of the so called decentralized Q-learning. Here, each node learns 
independently from the other nodes, which are assumed to be part of the surrounding environment. This 
paradigm, known as independent learning, has been presented in D4.1. 
 
However, when multiple decision makers intervene in the scenario, the environment is no longer 
stationary, since it consists of other agents who are similarly adapting. This may generate oscillating 
behaviours that not always reach equilibrium and that are not yet fully understood, even by machine 
learning experts. The dynamics of learning may thus be long and complex in terms of required operations 
and memory, with complexity increasing with an increasing observation space. A possible solution to 
mitigate this problem to speed up the learning process, to create rules for unseen situations, and to make 
the learning process more agile, is to facilitate expert knowledge exchange among learners [73][74]. 
 
Even as cognition and learning have received considerable attention from various communities in the past, 
the process of knowledge transfer, i.e., teaching over the wireless medium has received fairly little 
attention to date. We thus aim at introducing in this internal report an emerging framework for femtocells, 
referred to as docition, from “docere” = “to teach” in Latin, which relates to nodes teaching other nodes. 
The femto BSs are not (only) supposed to teach end-results, but rather elements of the methods of getting 
there. This concept perfectly fits a femtocell network scenario, where a femtocell is active only when the 
users are at home. When a femto BS is switched on, instead of starting a very energy expensive context 
awareness phase to sense the spectrum and learn the proper radio resource management (RRM) policy, it 
can take advantage of the decision policies learnt by the neighbour femtocells, which have been active 
during a longer time. This novel paradigm for femtocells will be shown to capitalize on the advantages 
but, most importantly, mitigate major parts of the drawbacks of purely self-organized and cognitive 
schemes, thus increasing their precision and accuracy and thereby speeding up the learning process. 
 

5.1.1 Independent Learning 
 
The distributed femtocell scenario can be mathematically formulated by means of a stochastic game 
defined by the quint-tuple {N, S, A, P, R}, where: 
 

• N  is the set of agents, i.e., the femto BSs, indexed 1, 2, · · · , n; 
• S = {s1, s2, · · · , sn} is the set of possible states; 
• A is the action space defined by the product A = {a1, · · · , an} is the set of actions available to the 

ith femto BS; 
• P is a probabilistic transition function, defining the probability of migrating from one state to 

another provided the execution of a certain joint action; 
• C is the cost function. 

 
To achieve coexistence in terms of interference with the macro system, the objective of the N femto BSs 
is to distributively learn a joint optimal policy to achieve the common objective of maintaining the 
aggregated interference at the macro users below a threshold. Known as multi-agent learning problem, it 
can be solved by means of distributed RL approaches, when the probabilistic transition function cannot be 
deduced. 
There exist several RL algorithms and for our particular problem, we consider the decentralized Q-
learning algorithm. However, in this field many problems still remain open. The main challenge is how to 
ensure that individual decisions of the nodes result in jointly optimal decisions for the group, considering 
that the standard convergence proof for Q-learning does not hold in this case as the transition model 
depends on the unknown policy of the other learning femto BSs. 
 
In principle, it is possible to treat the femtocell network as a centralized one, where each node has 
complete information about the other nodes and learns the optimal joint policy using standard RL 
techniques. However, both the state and action spaces scale exponentially with the number of nodes, 
rendering this approach infeasible for most problems, not to mention the signalling burden that this would 
generate over the backhaul network. Alternatively, we can let each node learn its policy independent of 
the other nodes, but then the transition model depends on the policy of the other learning nodes, which 
may result in oscillatory behaviours and in slow speed of convergence to prior set targets. 
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This paradigm of independent learning works by directly distributing the intelligence of the Q-learning 
algorithm, designed for single agent systems, to a multi-agent setting. 
 
Decentralized Q-learning works by letting each femto BS i estimate its own Q-function, whose values, the 
Q-values ( , )Q s a , for each state-action pair are uploaded in a Q-table. The value ( , )Q s a  is defined to 

be the expected discounted sum of future cost obtained by taking action a ∈ Ai from state s ∈ S and 
following an optimal policy thereafter. 
 
Once these values have been learned, the optimal action from any state is the one with the lowest Q-value. 
After being initialized to arbitrary numbers, Q-values are estimated on the run, on the basis of experience. 
In the following we describe the algorithm in more details:  

• The agent � senses the state st
i,r = s  ∈ S. 

• Based on �, agent � selects an action at
i,r= a ∈A. 

• As a result, the environment makes a transition to the new state st+1
i,r

 = v ∈ S. 

• The transition to the state v generates a cost ct
i,r

 = c ∈ R, for agent i. 

• The cost � is fed back to the agent and the process is repeated. 
 
The objective of each agent is to find an optimal policy ( )* sπ for each s, to minimize some cumulative 

measure of the cost ct
i,r = c(s, a) received over time. For each agent i and learning process r, we define an 

evaluation function, denoted by Qi,r(s, a), as the expected total discount cost over an infinite time. To 
simplify the notation, in the following we refer to Qi,r(s, a) as Q(s, a): 
 

( )( ) 0
0

( , ) ,t
t

t

Q s a c s s s sγ π
∞

=

 = Ε = 
 
∑        (5.1) 

where 0 1γ≤ ≤  is a discount factor. If the selected action a at time t following the policy ( )sπ  

corresponds to the optimal policy ( )* sπ , the Q-function is minimized with respect to the 

current state. Let ( ),s vP a be the transition probability from state s to state v, when action a is executed. 

Then, the above equation can be expressed as: 

( ){ } ( ) ( ),( , ) , ,s v
v S

Q s a c s a P a Q v bγ
∈

= Ε + ∑       (5.2) 

where ( ){ },c s aΕ denotes the expected value of ( ),c s a . The above equation indicates that the Q-

function of the current state-action pair, for each agent i and learning process r, can be represented in 
terms of the expected immediate cost of the current state-action pair and the Q-function of the next state-

action pairs. The task of Q-learning is to determine an optimal stationary policy ( )* sπ  without knowing 

( ){ },c s aΕ and ( ),s vP a , which makes it well suited for learning a power allocation policy in a femtocell 

systems. The principle of Bellman’s optimality assures that, for single agent environments, there is at 

least one optimal stationary policy ( )* sπ which is such that: 
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( ) ( ){ } ( )* *
,min , ( )s v

a A
v S

V s E c s a P a V vγ
∈ ∈

 = + 
 

∑       (5.3) 

In multi-agent settings, where each agent learns independently from the other agents, we approximate the 
other agents as part of the environment, and we still can apply Bellman’s criterion. In this case, the 
convergence to optimality proof does not hold strictly, but such an independent learning approach has 
been shown to correctly converge in multiple applications [53]. Applying Bellman’s criterion [42], first 

we have to find an intermediate minimal of ( , )Q s a , denoted by * ( , )Q s a , where the intermediate 

evaluation function for every possible next state-action pair (v, b) is minimized, and the optimal action is 

performed with respect to each next state v. * ( , )Q s a is: 

 

( ) ( ){ } ( ) ( )* *
,, , min ,s v

b A
v S

Q s a E c s a P a Q v bγ
∈∈

= + ∑      (5.4) 

This allows us to determine the optimal action a* with respect to the current state s. In other words, we 

can determine ( )* sπ . Therefore, ( )* *,Q s a =  is minimal, and can be expressed as: 

( ) ( )* * *, min ,
a A

Q s a Q s a
∈

=        (5.5) 

As a result, the Q-value ( , )Q s a represents the expected discounted cost for executing action a at state s 

and then following policy π  thereafter. The Q-learning process tries to find * ( , )Q s a in a recursive 

manner using available information (s, a, v, c), where s and v are the states at time t and t + 1, 
respectively; and a and c are the action taken at time t and the immediate reward due to a at s, 
respectively. The Q-learning rule to update the Q-values relative to agent i and learning process r is: 

( ) ( ) ( ) ( ), , min , ,
a

Q s a Q s a c Q v a Q s aα γ ← + + −
 

    (5.6) 

where α is the learning rate. For more details about RL and Q-learning the reader is referred to [49]. 

5.1.2 Docitive Femtocells 
 
Some early contributions in machine learning literature [73][74] suggest that the performance of a multi-
agent learning can be improved by using cooperation among learners in a variety of ways. In our scenario, 
for example, a femto BS which has recently been switched on can advantageously exchange information 
via a (backhaul) network, through a X2 interface between femtos, with other expert femto BSs in the 
neighbourhood, the so-called docitive femtocells. The agents select the most appropriate femto BS from 
which to learn, based on the level of expertness and the similiarity of the impact that their actions may 
have on the environment, which is captured by a gradient introduced in the next section. The rationale 
behind the definition of this gradient is that nodes should learn from nodes in similar situations, e.g., a 
femto BS which is located close to a macro user should learn the policies acquired by a femto BS 
operating under similar conditions. Depending on the degree of docition among nodes, we consider in this 
section the following cases: 

• Startup Docition. Docitive femto BSs teach their policies to any newcomers joining the network. 
In this case, each node learns independently; however, when a new femtocell joins the network, 
instead of learning from scratch how to act in the surrounding environment, it learns the policies 
already acquired by more expert neighbours. Policies are shared by Q-table exchanges between 
femto BSs with similar gradients. 

• IQ-Driven Docition. Docitive radios periodically share part of their policies with less expert 
nodes with a similar gradient, based on the reliability of their expert knowledge. More expert 
nodes share their expert knowledge periodically, by exchanging rows of the Q-table, 
corresponding to states that have been previously visited. 

 
The degree of cooperation, and thus the overhead, augments with an increasing degree of docition. The 
optimum operating point hence depends on the system architecture, performance requirements, etc. 
 

5.1.3 Simulation Scenario 
 
The scenario considered to validate the proposed approach is based on 3GPP TSG (Technical 
Specification Group) RAN (Radio Access Network) WG4 (Working Group 4) simulation assumptions 
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and parameters [113]. It is deployed in an urban area, and it works at 1850 MHz. We consider L = 1 
macrocells with radius RM = 500 m and F = 1 blocks of apartments, randomly located inside the 
macrocell coverage area, as it is shown in Figure 5-1. 
 

 

Figure 5-1: Femtocell system layout 

Each block of apartments has two stripes, separated by a 10 m wide street, as it is represented in Figure 
5-1. Each stripe has 2 rows of B = 10 apartments of size of 10 × 10 m. The total block size is 10 (B + 2) × 
70 m. We introduce an occupation ratio which can vary from 0 to 1 and determines whether inside an 
apartment there is a femtocell or not. We set this parameter to 0.5. Femtocells switch on randomly and 
then start their learning process. Each femtocell provides service to its C = 2 associated femto users, 
which are randomly located inside the femtocell area. Macro users are also located randomly inside the 
femtocell block. We consider that macro users are always outdoors and femto users are always indoors. 
 
We consider the macro and femto systems to be based on LTE; therefore, the frequency band is divided 
into resource blocks (RBs) of width 180 kHz in the frequency domain and 0.5 ms in the time domain. 
Those RBs are composed of 12 sub-carriers with a width of ∆f = 15 kHz and 7 OFDM (orthogonal 
frequency division multiplexing) symbols. For simulations we consider 6 resource blocks, which 
correspond to an LTE implementation with a channel bandwidth of BW = 1.4 MHz. The antenna patterns 
for macro BS, femto BS and macro/femto users are omnidirectional, with 18 dBi, 0 dBi and 0 dBi antenna 
gains, respectively. The shadowing standard deviation is 8 dB and 4 dB, for macro and femto systems, 
respectively. The macro and femto BS noise figures are 5 dB and 8 dB, respectively. The transmission 
power of the macro BS is 46 dBm, whereas the femto BS adjusts its power through the learning scheme, 
with a maximum value of 10 dBm. 
 
The considered pathloss (PL) models are for urban scenarios and are summarized in [113]. We also 
consider the 3GPP implementation of frequency-selective fading model specified in [46] (urban macro 
settings) for macro BS to user propagation, and a block fading model with coherence bandwidth 750 kHz 
for indoor propagation. 
 

5.1.4 Results and discussions 
 
The state, actions and cost of the decentralized Q-learning algorithm are defined as follows: 

• State: At time t for femtocell i and RB r the state is defined as: 

 },{ i
t

r
t PowIs =  (5.7) 

where r
tI specifies the level of aggregated interference generated by the femtocell system. The 

set of possible values is based on: 

 

0 2

1 2 2

2

t Th
r
t Th t Th

if SINR SINR dB

I if SINR dB SINR SINR dB

otherwise

< −
= − ≤ ≤ +



 (5.8) 
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Where SINRt is the instantaneous SINR measured at the macro user for RB r and SINRTh = 20 
dB represents the maximum value of SINR that can be perceived by the macro users. 

1

r Ri r
t tr

Pow p
=

=
=∑ denotes the total transmission power by the femtocell i in all RBs at time t. 

The set of possible values is based on: 
 

 

0 6

1 6

2

i
t Th

i i
t Th t Th

if Pow Pow dB

Pow if Pow dB Pow Pow

otherwise

 < −
= − ≤ ≤



 (5.9) 

 
where PowTh = 10 dBm is the maximum transmission power that a femto BS can transmit. 
 

• Action: The set of possible actions are the l = 60 power levels that femto BS can assign to RB r. 
Those power levels range from −80 to 10 dBm effective radiated power (ERP), with 1 dBm 
granularity from 10 dBm to −40 dBm and 4 dBm granularity from −40 dBm to −80 dBm. 

 
• Cost: The cost cr

t assesses the immediate return incurred due to the assignment of action a in 
state s. The considered cost function is: 

 

 
( )2

i
t Thr

t

t Th

K if Pow Pow
c

SINR SINR

 >= 
−

  (5.10) 

 
where K = 500. The rational behind this cost function is that the total transmission power of each 
femtocell does not exceed the allowed PowTh, and the SINR at the macro user is below the 
selected threshold SINRTh. 

 
With respect to the Q-learning algorithm, the learning rate is α = 0.5 and a discount factor γ = 0.9. Also, 
we introduce a probability ε = 0.05 of visiting random states in the first half of the Q-learning iterations. 
 

The gradient i
t∇ for femtocell i is defined as: 1

11

r r
r RBi t t

t t tr
r t

SINR SINR

a a

= −
−=

−
∇ =

−∑ , where t
ra  and  1t

ra −  

represent the actions taken for RB r and time t and t − 1 respectively, and r
tSINR and 1

r
tSINR−  , 

represents the SINR at the macro user in RB r at time t and t−1, respectively. 
 
In the following, we compare the performance of 1) independent learning; 2) startup docition; and 3) IQ 
driven docition. Figure 5-2 shows performances in terms of precision, i.e., oscillations around the target 
SINR. In particular, it represents the complementary cumulative distribution function (CCDF) of the 
variance of the average SINR at the control point with respect to the set target of SINRTh = 20 dB. It can 
be observed that due to the distribution of intelligence among interactive learners the docition stabilizes 
the oscillations by reducing the variance of the SINR with respect to the specified target. More precisely, 
at a target outage of 1 %, we observe that the IQ driven docition outperforms the startup docition by a 
factor of two, and the independent learning algorithm by at about an order of magnitude. Figure 5-3 
shows the probability that the total power at a femtocell is higher than PowTh as a function of the learning 
time. It can be observed that the docitive approaches better satisfy the constraint in terms of total 
transmission power, and significantly speeds up the learning process. 
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Figure 5-2: CCDF of the average SINR at macrouser. 
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Figure 5-3: Probability that the total transmission power is higher than PowTh. 

5.1.5 BeFEMTO 10dBm & 8bps/Hz/cell Target 
The decentralized Q-learning scheme, following the independent learning or docitive paradigm, has been 
compared to two reference algorithms: 
• Distance-Based Non-Cognitive. The rationale behind this reference algorithm is that femtocell i selects 
the transmission power of RB r based on its distance from the macrouser using that RB. The set of 
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possible values of power to assign is the same as for the decentralized Q-learning. Notice that this 
reference algorithm is only proposed as a non-cognitive benchmark for comparison purposes, and for its 
implementation we make the hypothesis that the femto network has at least some approximate knowledge 
of the position of the macrousers, which is a quite difficult hypothesis in a realistic cellular network. 
• Iterative Water-Filling. It is a non-cooperative game where agents are selfish and compete against 
each other by choosing their transmit power to maximize their own capacity, subject to a total power 
constraint. The solution is given by the iterative waterfilling power allocation solution [54]. 
Figure 5-4 shows the macrocell capacity, for the case of 4x4 antennas, as a function of the femtocell 
density. It can be observed that learning techniques do not jeopardize the macrocell capacity, maintaining 
it at a desired level (above the BeFEMTO target of 8bps/hz/cell, independently of the number of 
femtocells. On the other hand, with the distance-based reference algorithm, the macrocell capacity 
decreases when the number of femtocells increases, since the reference algorithm does not adaptively 
consider the aggregated interference coming from the multiple femtocells in the power allocation process. 
Furthermore, the iterative WF algorithm dramatically reduces the macrocell capacity due to its selfish 
power allocation policy. 
In the next deliverable, we will focus on achieving the BeFEMTO targets in terms of spectral efficiency, 
not only for the macrocell network, but also for the femtocell’s.  

10 20 30 40 50 60 70 80
0

2

4

6

8

10

12

Femtocell density (%)

M
ac

ro
ce

ll 
sp

ec
tr

al
 e

ff
ic

ie
nc

y 
(b

its
/s

/H
z)

MIMO 4x4

 

 

Independent learning
Startup docition
IQ driven docition
Non cognitive distance-based
Iterative water-filling

 

Figure 5-4: Macrocell spectral efficiency as a function of the femtocell density in the femtocell 
block. 

 

5.1.6 Conclusion and Future Work 
We have presented a decentralized Q-learning approach for interference management in a macro-femto 
network to improve the systems’ coexistence. However, the main drawback of the proposed scheme is the 
length of the learning process. As a result, we have focused on the novel paradigm of docition, with 
which a femto BS can learn the interference control policy already acquired by a neighboring femtocell 
which has been active during a longer time, and thus saving significant energy during the startup and 
learning process. Notably, we have shown in a 3GPP compliant scenario that, with respect to 
decentralized Q-learning, docition applied at startup as well as continuously on the run yields significant 
gains in terms of convergence speed and precision. We have also presented spectral efficiency results of 
the macro network, showing that BeFEMTO target of 8bits/s/Hz/cell can be achieved by applying the 
proposed learning approaches, even when the density of femtocells in the femtocell block in the scenario 
is increasing. 
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5.2 Spectrum Leasing as an Incentive for Macro-Femtocell cooperation in the UL 

5.2.1 Problem Statement 
We propose a framework for macrocell-femtocell cooperation under a closed access policy, in which a 
FUE may act as a relay for MUEs. In return, each cooperative macrocell user grants the FUE a fraction of 
its super-frame. We formulate a coalitional game in which macrocell and femtocell users are the players, 
which can take individual and distributed decisions on whether to cooperate or not, while maximizing a 
utility function that captures the cooperative gains, in terms of throughput and delay. We show that the 
network can self-organize into a partition composed of disjoint coalitions which constitutes the recursive 
core of the game representing a key solution concept for coalition formation games in partition form.  
 

5.2.2 System Model 
Consider the uplink direction of an Orthogonal Frequency Division Multiple Access (OFDMA) macrocell 
network in which N  FAPs are deployed. These FAPs are underlaid to the macrocell frequency spectrum, 
and, within the femtocell tier, FAPs are allocated over orthogonal frequency subchannels1. Let 

{ }NN ,...,1=  and { }MM ,...,1= denote, respectively, the sets of all FAPs and MUEs in the network. 

The packet generation process at each MUE-MBS link is modeled as an M/D/1 queuing system, in which 

packets of constant size are generated using a Poisson arrival process with an average arrival rate of mλ , 

in packets/second. Similarly, the link between FUE l  and its belonging FAP is modeled as an M/D/1 

queuing system with Poisson arrival rate of lλ . In the non-cooperative approach (N.C), the MBS offers 

MUE m  a link transmission capacity (measured in bits/s/Hz) of: 
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where 2
0, || mh  is the channel gain between MUE m  and the MBS denoted by subscript 0 , mP  is the 

power used at MUE m , 0
lΦ  is the set of FUEs operating on the same subchannel as MUE m , 

2
0, || lh is the channel gain between FUE l  and the MBS, lP is the power used at FUE l  and 2σ  is the 

noise variance of the symmetric additive white Gaussian noise (AWGN). Moreover, due to the nature of 
underlay spectrum access, FAPs are limited by the interference from nearby MUEs and by capacity in 
terms of number of available spectral resources. As a matter of fact, each FAP n  provides a generic FUE 
l  with a link transmission capacity of : 
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where 2
, || nlh  is the channel gain between FUE l  and its belonging FAP n , n

mΦ  is the set of MUEs 

operating on the same subchannel as FUE l , 2
, || nmh is the channel gain between MUE m  and FAP n . 

 
The probability of successful transmission can be computed as the probability of maintaining the SINR 

above a target level mγ and lγ , respectively for a MUE or a FUE, and is expressed as: 
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To reduce the outage in MUE-MBS transmissions, a Hybrid ARQ protocol is employed at the medium 

access control layer. Consequently, the effective input traffic 
~

mλ  from an MUE m , accounting for a 

maximum of m  retransmissions is given by: 
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We consider M/D/1 queueing delay for the MUEs m , and thus the average waiting time can be 
expressed by Little‘s law  as: 
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Likewise, we consider M/D/1 queueing delay for the MUEs m , and thus the average waiting time can be 
expressed by Little‘s law  as: 
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Note that once a transmission on a MUE-MBS link drops due to an outage event, it is reiterated up to D  
times (otherwise dropped), and the increased congestion produces an average higher delay at the end user. 
 

5.2.3 Femtocell Cooperation 
We formulate the problem of cooperation between FUEs and MUEs as a coalional game in partition form, 
whose solution is the concept of the recursive core. The aim of the proposed cooperative approach is to 
minimize the delay of the MUE transmissions through FUE assisted traffic relay, considering bandwidth 
exchange as a mechanism of reimbursement for the cooperating FUEs. In existing wireless networks 
adopting a closed access policy, FUEs and MUEs are typically scheduled independently. As a result, in 
the considered model, the objectives of the FAPs and the MUEs are intertwined from different 
viewpoints. At the FAP side, high interference level can be due to MUEs operating over the same 
subchannel which consequently limits the achievable rates. At the MUE side, poor signal strength 
reception may result in a high number of retransmissions and higher delays. To overcome this, we 
propose that upon retransmissions, an MUE delivers its packets to the core network by means of FUE 
acting as relay terminal. We model each relay FUE as an M/D/1 queue and use the Kleinrock 
independence approximation. For the relay FUE, cooperation incurs significant costs in terms of delay 

and spectral resources, since the FUE relays the combined traffic 
~

lλ over its originally assigned 

subchannels. Therefore, it is reasonable to assume that FUEs will willingly bear the cooperation cost only 
upon a reimbursement from the serviced MUEs. We propose that, upon cooperation, the MUE 
autonomously delegates a fraction 10 ≤< α of its own superframe to the serving FUE l . At the relay 
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FUE l , the portion α  is further decomposed into two subslots according to a parameter 10 ≤< lβ . 

The first subslot αβ is dedicated to relay MUE‘s traffic. The second subslot of duration 

)1( lβα − represents a reward for the FUE granted by the serviced MUE, and it is used by the FUE for 

transmitting its own traffic. This method is known in the literature as spectrum leasing or bandwidth 
exchange and represents a natural choice for such kind of incentive mechanisms. Figure 5-5 illustrates the 
considered scenario compared to the traditional transmission paradigm. 
 

 
Figure 5-5: A concept model of the proposed solution compared to the traditional non-cooperative 

approach. 

 
 
Note that this concept solution allows to align and separate in time the transmissions allowing avoiding 
interference at the FAP from the MUEs within the coalition. In order to do that, we assume that 
operations are synchronized. In order to increase their throughput and reduce MUE-to-FAP interference, 
the FAPs have an incentive to cooperate and relay the MUE’s traffic. In this respect, FUEs may decide to 

service a group of MUEs, and thus form a coalition lS  in which transmissions from FUE l and MUEs 

within the same coalition are separated in time. The proposed cooperation scheme can accommodate any 
relaying scheme such as the decode-and-forward or compress-and-forward schemes. In this work, we use 
a decode and forward relay scheme, assuming that a packet is successfully received. Finally, the 
achievable service rates for MUEs and FUEs in the cooperative approach become: 
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where 2
, || lmh  denotes the channel gain of the relay link from MUE lSm∈  and FUE l . Note that the 

factor α−1 is due to the fraction of superframe occupied by the D2D transmission, while the second 

factor  lαβ accounts for the fraction occupied by the forward transmission by the FUE. Due to the fact 

that MUEs are originally assigned orthogonal subchannels, the first hop of the relay transmission is not 
affected by interference. Moreover, note that by separating the transmissions from MUE and FUE within 
the superframe, the FUE forward transmissions are affected only by interference from non-cooperative 
MUEs, outside the coalition. At this point, since the FUE may have to transmit independent packets of its 
own, the input traffic generation (or the packet arrival at the queue of the FAP) has to account for the 
packets generated at the FUE and at the MUEs for which the FUEs is relaying. Consequently, the 

effective traffic 
~

lλ  generated by FUE l , accounting for its own retransmissions becomes: 
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where D  is the maximum number of retransmissions before the packet is dropped, 
~

mλ and 
msP  are 

computed considering that the SINR this time refers to the FUE-FAP link. Moreover, also in this case, we 
used the Kleinrock approximation to combine traffic arrival rates from queues in sequence. Furthermore, 
we model every D2D link as a M/D/1 queue system and investigate the average delay incurred per 
serviced MUE. For a given MUE m  served by FUE l , we express the average delay as: 
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It is important to underline that, to guarantee the stability of the queues, for any MUE m  serviced by a 
FUE in the network, the following condition must hold: 
 

R
mm µλ <

~

                              (5.20) 

 
In the event where this condition is violated, the system is considered unstable and the delay is considered 
as infinite. In this regard, the analysis presented in the remainder of this paper will take into account this 

condition and its impact on the coalition formation process (as see later, a coalition where R
mm µλ ≥

~

 will 

never form). Having considered this, we now define 
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−
=  as the delay at the FUE for 

transmitting the aggregated traffic. Finally, we can compute the average delay for an MUE as a sum over 
the MUE-FUE and FUE-FAP hops, as: 
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We assume that the relay FUEs performs half-duplex operations, i.e., they first receive the MUE‘s 
packets in a transmission window wide α−1  in the subchannel originally utilized at the MUE. 

Successively, each FUE forwards the MUE‘s packets in the next transmission window wide lαβ in a 

FIFO policy.  

5.2.4 Coalitional game concept 

 
It appears clear that MUEs and FUEs have a strong incentive to cooperate to improve their performance 
using advanced techniques such as relaying and spectrum leasing. Since MUEs and FUEs exhibit a 
tradeoff between the achievable throughput and the transmission delay, we use a suitable metric to 
quantify the benefit of cooperation defined as power of the network. Indeed, the power is defined as the 

ratio of maximum achievable throughput and delay (or a power of the delay). Thus, given a coalition lS , 

composed by a set of |1| lS−  MUEs and a serving relay FUE l , we define a mapping function 

),( ΦΠlSU  as: 
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where δ  is a transmission capacity-delay tradeoff parameter to model the service tolerance to the delay. 

The set ),( ΦΠlSU is a singleton set and, hence, closed and convex. Note that, the player’s payoff 

denoted by ),( ΦΠli Sx  directly refers to a ratio between the achievable throughput and the average 

delay for player i in coalition lS and quantifies the benefit of being a member of the coalition. In 

consequence, the game ),( UΨ is an NTU game in partition form and, within each coalition, the utility 

of the players is univocally assigned. 
 
In order to solve the proposed coalition formation game in partition form, we will use the concept of a 
recursive core as introduced in [119] and further investigated in [120]-[122]. The recursive core is one of 
the key solution concepts for coalitional games that have dependence on externalities, i.e., in partition 
form. Due to the challenging aspect of NTU games in partition form, as discussed in [120]-[122], the 
recursive core is often defined for games with transferable utility where the benefit of a coalition is 
captured by a real function rather than a mapping. By exploring the fact that, for the proposed game is a 
singleton set, then we can define an adjunct coalitional game ),( UΨ in which we use, for any coalition 

lS , the following function over the real line (i.e., similar to games with transferable utility) which 

represents the sum of the users’ payoffs: 
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as the value of the game. Essentially, the recursive core is a natural generalization of the well-know core 
solution for games in characteristic form, to games with externalities, i.e., in partition form [119], Lemma 
10]. In fact, when applied to a game in characteristic function form, the recursive core coincides with the 
original characteristic form core. The recursive core is a suitable outcome of a coalition formation process 
that takes into account externalities across coalitions, which, in the considered game, are represented by 
effects of mutual interference between coalitions. 
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5.2.5 Distributed implementation of the recursive core 

Once a coalition lS has formed, the FUE l  optimizes its own payoff by deciding upon lβ  and the 

transmit power. At the FUEs side, to relay traffic for a set of MUEs incurs a cost that must be taken into 
account by the FUE before making any cooperation decision. In this paper, we consider a cost in terms of 
the transmit power that each FUE spends to transmit for the MUEs within the same coalition. Namely, a 

FUE spends )(R
ll Pβ to relay MUEs traffic and )()1( R

ll Pβ−  for its own transmissions, while the overall 

transmit power is limited by maxP as: 

 
 

max
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Mainly, the FUE is fed back with the estimated aggregated interference from the MUEs m  outside the 

coalition (and included in n
mΦ ), which is practically measured by its own belonging FAP. To reach a 

partition in the recursive core, the players in Ψ use Algorithm 1 in [18]. This algorithm is composed 
mainly of three phases: Interferer discovery, recursive core coalition formation, and coalition-level 
cooperative transmission. Initially, the network is partitioned by || Ψ singleton coalitions (i.e., non-

cooperating mobile users). The MBS periodically requests RSSIs measurements from the MUEs to 
identify the presence of femtocells which might cooperatively provide higher throughput and lower 
delays through D2D communication. A similar measurement campaign is carried out at the FUE, as 
requested by the respective FAP. Successively, for each of the potential coalitional partners, the potential 
payoffs are computed, considering the mechanisms of spectrum leasing captured. Ultimately, each MUE 
or FUE sends to the counterpart which ensures the highest payoff a request for cooperation. If both MUEs 
and FUEs mutually approve the cooperation request, they form a coalition, set up a D2D connection and 
the MUE acknowledges its MBS about the established a connection. Even during the D2D transmission, 
the MUEs still maintain a connection to the radio resource control of its original MBS. Being limited by 
interference, the most eligible partners for FUEs are dominant interfering MUEs, while, vice versa for a 
MUE, the higher utilities are granted by FUE in the vicinity or experiencing good channel gains. The 
recursive core is reached by considering that only the payoff-maximizing coalitions are formed. Clearly, 
this algorithm is distributed since the FUEs and MUEs can take their individual decisions to join or leave 
a coalition, while, ultimately reaching a stable partition, i.e., a partition where players have no incentive 
to leave the belonging coalition. Those stable coalitions are in the recursive core at the end of the second 
stage of the algorithm. Finally, once the coalitions have formed, the members of each coalition proceed to 
construct a D2D link and perform the operations described in Section III. As a result, intra-coalition 
uplink interference at the respective FAPs is suppressed and the MUEs achieve lower delays. In addition, 
by cooperatively solving the strongest interference, the FUEs achieve the maximum achievable payoff, 
and, therefore, have no incentives to break away from the belonging coalitions since it would lead to 
lower payoffs. Thus, the formed coalitions represent a stable network partition which lies in the recursive 
core. 
 

5.2.6 Simulation Results 

We consider a single hexagonal macrocell with a radius of 1 Km within which N  FAPs are underlaid 

with M  MUEs. Each FAP N  serves 1=nL  FUE scheduled over orthogonal subchannel, adopting a 

closed access policy. We set the maximum transmit power at MUEs and FUEs to 20max =P dBm, 

which includes both the power for the serviced MUE’s and its own transmissions. The considered 
macrocell has 500 available subcarriers, each one having a bandwidth of 180 KHz, and dedicates one 
OFDMA subchannel to femtocell transmissions. In Figure 5-6, we evaluate the performance of the 
proposed coalition formation game model by showing the average payoff achieved per MUE during the 
whole transmission time scale as a function of the number of MUEs M. We compare the performance of 
the proposed algorithm to that of the non-cooperative case, for a network with 50, 100, 200 FAPs using a 
closed access policy. The curves are normalized to the performance of the non-cooperative solution. For 
small network sizes, MUEs do not cooperate with FUEs due to spatial separation. Thus, the proposed 
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algorithm has a performance that is close to the non-cooperative case for M < 60. As the number of 
MUEs grows, the probability of being in proximity of an FUE gradually increases and forming coalitions 
becomes more desirable. Hence, the MUEs become connected to a nearby FUE which allows for a higher 
SINR, allowing for high values of payoff. For example, Figure 5-6 shows that cooperating MUE can gain 
up to 75% with respect than the non-cooperative case in a network with N = 200 FAPs and M = 160 
MUEs. In fact, Figure 5-6 clearly shows that the average payoff per MUE increases in the cooperative 
case as the number of femtocells is large. It is also demonstrated that the proposed coalitional game 
model has a significant advantage over the non-cooperative case, which increases with the probability of 
having FUEs and MUEs in proximity, and resulting in an improvement of up to 205% for M = 200 
MUEs. 

 

Figure 5-6: Average individual payoff per MUE, normalized to the average payoff in the non-
cooperative approach, for a network having N = 50, 100, 200 FAPs, δ = 0.5, r = 20m. 
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Figure 5-7: Average individual payoff per FUE, normalized to the average payoff in the non-
cooperative approach, for a network having M = 300, 400, 500 MUEs, δ = 0.5, r = 20. 

 
 

In Figure 5-7, we show the average payoff per FUE as a function of the number of FAPs in the network 
N, for different number of MUEs M = 300, 400, 500 and normalize the curves to the performance of the 
non-cooperative solution. As previously seen, cooperation seldom occurs in cases where MUEs and FUEs 
are spatially separated, as for low numbers of FUEs in the network. Nevertheless, as the density of FAPs 
increases, coalitions start to take place yielding to higher gains for the FUEs. For instance, Figure 5-7 
shows that the average payoff per FUE resulting from the coalition formation can achieve an additional 
15% gain with respect to the non-cooperative case, in a network with N = 200 FAPs and M = 500 MUEs. 
Therefore, we demonstrated how cooperation can be beneficial to the FUEs in highly populated areas 
where the density of interferers (i.e., potential coalitional partners) is high. Finally note that, since the 
femtocells are orthogonally scheduled, the performance of each FUE in the non cooperative approach is 
transparent to the density of femtocells in the network. 
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Figure 5-8: Average number of iterations till convergence and average number of coalitions as a 

function of the number of MUEs in the network. The bisectrix delimits the area of cooperation and 
non-cooperation, therefore, the points on the bisectrix represent full non-cooperative MUEs, 

denoted by singleton coalitions. N = 200, δ = 0.5. 
 
 

Figure 5-8 shows the growth of the number of coalitions, i.e., the size of a partition in the recursive core, 
while the number of MUEs increases. Additionally, the average number of iteration in the proposed 
algorithm is observed. The network is initially organized in a non-cooperative structure where each player 
(i.e., MUE or FUE) represents a singleton coalition, therefore the number of coalitions equals the number 
of players in the network (grey dotted line) and, since interferers are out of range of cooperation, the 
number of iterations is minimum. Initially, for M < 40 cooperation seldom occurs, due to the large 
distance between potential coalitional partners. As M increases, the network topology changes with the 
emergence of new coalitions. For example, when N = 200 FAPs and M = 200 MUEs are deployed, 138 
coalitions take place, requiring an average number of algorithm iterations of 6.9. Therefore, it can be seen 
that the incentive towards cooperation becomes significant when the femtocells’ spectrum becomes more 
congested and femtocells are densely deployed in the network. Eventually, for larger M, the process of 
coalition formation is limited by the number of MUEs which a relay FUE can service, given the 
mechanism of reimbursement. 

5.2.7 Conclusions and future work 
We have introduced a novel framework of cooperation among FUEs and MUEs, which has a great 
potential for upgrading the performance of both classes of mobile users in next generation wireless 
femtocell systems. We formulated a coalitional game among the FUEs and MUEs in a network adopting a 
closed access policy at each femtocell. Further we have introduced a coalitional value function which 
accounts for the main utilities in a cellular network: transmission delay and achievable throughput. To 
form coalitions, we have proposed a distributed coalition formation algorithm that enables MUEs and 
FUEs to autonomously decide on whether to cooperate or not, based on the tradeoff between the 
cooperation gains, in form of increased throughput to delay ratio, and the costs in terms of leased 
spectrum and transmit power. We have shown that the proposed algorithm reaches a stable partition 
which lies in the recursive core of the studied game. Results have shown that the performance of MUEs 
and FUEs are respectively limited by delay and interference, therefore, the proposed cooperative strategy 
can provide significant gains, when compared to the non-cooperative case as well as to the closed access 
policy. 
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5.3 Spatial and Time Domain based Interference Coordination in Heterogeneous 
Networks 

In [110] the concept of Base Station Coordinated Beam Selection (BSCBS) has been introduced and 
preliminary simulation results were presented. In this contribution further analysis of BSCBS is provided 
including simulations for larger antenna configurations. The main idea of BSCBS is to coordinate 
selection of beams at neighboring cells to avoid beam ‘collision’ when two nearby cell-edge users in 
different cells are served using the same time-frequency resources. Currently, In LTE Rel-10, a time 
domain based interference management scheme, called enhanced Inter Cell Interference Coordination 
(eICIC) is specified [4], which aims to reduce interference by blanking subframes in time domain. A 
comparison between the proposed spatial domain scheme and the currently specified time domain 
interference coordination schemes is provided as well. 

5.3.1 Coordinated Beam Selection based on Restriction Requests 
The algorithmic description of BSCBS provided in [110] shall be briefly repeated here. The general idea 
of beamforming for transmitting data to mobile users in a wireless network with sectorized base station 
antennas is to radiate most of the power into the desired direction. A beam directed towards a cell-edge 
user may cause significant interference to a nearby user in an adjacent cell when both users are served at 
the same time-frequency resources. Performance gains can be expected when the selection of beams can 
be coordinated in neighbour cells in such a way that beam collisions between nearby cell-edge users can 
be avoided. An example situation is shown in Figure 5-9. Beam collisions can be avoided by coordinating 
the selection of precoding matrices in different cells. The coordination is based on feedback from UEs 
including not only CQI, Rank Indicator (RI) and Precoding Matrix Indicator (PMI), but also different 
types of additional messages to support the cooperation. For example, a RESTRICTION REQUEST (RR) 
feedback message from the UE contains information about unwanted precoding matrices. The users 
request in advance the restriction of the usage of certain precoding matrices in neighbour cells over the 
resources that could be used for data transmission at a later time instant. More details of the message 
design are provided in [110] and [133]. 

 

Figure 5-9: Avoidance of beam collisions 

The overall goal of the coordination approach is then to maximize a network (cluster) wide utility metric 
over all the combinations of precoding matrices considering the restriction request from received from 
users. This requires the exchange of messages between base stations over the X2 interface that logically 
connects base stations with each other in LTE. In order to keep the information exchange acceptable both 
in delay and complexity, a scheduling design was chosen that can be added on top of the Rel. 8 
scheduling functionality. The flow chart of the scheduling approach is shown in Figure 5-10. 
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Figure 5-10: Flow chart of scheduling approach 

The main steps of the coordination approach are as follows: 

• As a first step, the coordinating cells make tentative scheduling decisions without considering 
any RR reports. This scheduling is then the same as would be done in an LTE Rel. 8 system. 

• In the next step, the scheduler at each cell compares the precoding matrices identified in the 
received RR reports with the precoding matrices selected for tentatively scheduled UEs. In case 
of valid precoding matrix restrictions (explained later in detail), the scheduler decides about 
accepting or rejecting the requests after comparing a given UE utility metric. In case the 
precoding matrices are restricted at the cell, the UE(s) that requested the restriction in the first 
place should see a gain in their utility metrics (given the interference situation does not change 
much when the data is actually transmitted). On the other hand, the restriction of the preferred 
(or most suitable) precoding matrices might result in an utility loss for a UE when served by the 
cell. To compute utility gains, the required information is reported by the UEs in their respective 
RRs. Based on the result of a utility comparison, the following two cases are possible. 

a. If the overall utility gain in the other coordinating cells is larger than the utility loss in 
the own cell, the cell revises its tentative scheduling decision and restricts the precoding 
matrices in question. It informs the serving cells of the UEs from which it received the 
corresponding RESTRICTION REQUESTs by sending REQUEST GRANT messages.  

b. If the overall utility gain is smaller than the utility loss, REQUEST REJECT messages 
are sent to the serving cells. In this case, the scheduler keeps its tentative scheduling 
decisions. 

• If the REQUEST GRANT messages sent and received by a cell contradict each other, conflict 
resolution is done based on a comparison of net utility gains of the contradicting grants. 
Depending on the result of this comparison, the cell either revokes it own grant and goes back to 
using the original scheduling decision or rejects the received grant by sending a GRANT 
REJECT message to the source cell. 

5.3.2 Simulation results for Dual Stripe Femto Model 
A time line for the message exchange has been provided in [110]. Preliminary simulation results for 2x2 
antenna configurations have been presented in [110] as well. Since BSCBS coordinates a single interferer 
that is perceived by the UE as strongest, it is clear that BSCBS is most beneficial if a small number or, in 
particular, a single strong interferer is present that impairs the communication link between the UE and 
the serving cell. Such situations are likely to appear in scenarios where femto cells with closed subscriber 
group (CSG) functionality are deployed. If a UE outside the subscriber group is in the vicinity of a femto 
cell that is not serving it, the interference caused by this femto cell can cause degraded SINR at the out-
of-CSG macro UE and possibly lead to outage. A model for such a situation is a hexagonal macro cell 
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layout and dual stripe clusters of femto cells. Each femto cell served at least a single UE within its CSG. 
In order to simulate the case that a macro user is in the vicinity of a femto cell, the placement of macro 
users is non-uniform. 80% of the macro users are placed within the dual stripe cluster and 20% are placed 
uniformly within the macro cell. Figure 5-11 shows the scenario where macro UEs are inside the dual 
stripe cluster.  

 

Figure 5-11: Impairment of macro UEs by CSG femto cells 

Preliminary simulation results for 2x2 antenna configurations have been provided in [110]. These 
simulations have been extended to 4x2 antenna configuration. The simulation assumptions are provided 
in Table 5-1. In the simulations it is assumed that each RESTRICTION REQUEST message sent by the 
UE covers a frequency subband of 5 PRB (called frequency validity of 5 PRB in the following). The 
subband validity of such a message exploits the frequency dependency of the spatial domain. 

Table 5-1: Simulation assumptions 
Parameter Setting 

Channel Model  SCME urban macro, 1.4MHz bandwidth  

Macro eNB antenna configuration  4 antennas. λ/2 spacing, vertically polarized, 3 sectors 
(cells) per eNB 

Macro user distribution  10 UEs per macro cell  

Scheduler, traffic model  Proportional fair, full buffer  

UE equalizer  MRC 

Coordination threshold  Only UEs below -3dB geometry use coordination 

Link adaptation  Ideal, no HARQ (Hybrid Automatic Repeat Request) 

CQI Feedback delay  7ms  

X2 message delay  << 1ms  

Allowed codebook restriction:  Restrict 0 (0%), 16 (50%), 24 (75%), 28 (88%) or  32 
(100%) PMIs from the LTE Rel. 8 codebook with 32 
entries for 4 Tx antennas and 2 Rx antennas 

Femto layout Dual Strip, 1 cluster per macro cell, urban deployment 

Node type  Femto (PL and SF according to 3GPP TR 36.814 urban 
deployment, closed access)  

Femto antenna configuration  4 antennas,  λ/2 spacing, vertically polarized, isotropic 

UE antenna configuration 2 antennas,  λ/2 spacing, vertically polarized, isotropic 

Femto deployment ratio  0.05  
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Probability of indoor macro user  
(close to femto)  

0.8  

Femto user distribution  3 CSG users per femto  

Frequency validity of a RR message 5 PRB 

Algorithm version a) w/o utility comparison (accepting all RRs) 

b) w/ utility comparison 

 

Figure 5-12, Figure 5-13 and Figure 5-14 show the throughput CDFs for CSG femto UEs, macro UEs w/ 
and w/o sending RESTRICTION REQUEST messages.  

 

Figure 5-12: Throughput of Macro UEs sending RESTRICTION REQUEST Messages 
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Figure 5-13: Throughput of Macro UEs not sending RESTRICTION REQUEST Messages 

 

Figure 5-14: Throughput of CSG Femto UEs 

It is seen in Figure 5-12 that the macro UEs that are allowed to send RR messages (i.e. whose geometry is 
below – 3 dB) benefit significantly from the reduction in interference by avoiding unfavourable beams in 
the femto cell. Obviously, the gains become the larger the more codebook entries are restricted. Figure 
5-13 shows that even macro UEs better RF conditions (i.e. whose geometry is larger than -3 dB) benefit 
slightly from restricting beams in the femto cell. Gains are again largest, if the femto restricts all beams in 
the current subframe since then the femto does not generate interference at all.  
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Of course, restricting codebook entries in a subframe reduces the available resources in the femto cell and 
leads to a throughput reduction in the femto cell. However, Figure 5-14 reveals that throughput loss is not 
very significant. The reason for that is that the macro UE that demands restricting beams in the femto cell 
is scheduled only in certain subframes. In other subframes when the macro UE is not scheduled, no beams 
in the femto cell need to be restricted. Then all resources in the femto cell are available and 
instantaneously no throughput loss occurs. Again, as Figure 5-14 shows, the loss is the largest the more 
codebook entries are restricted. But even in the case of 100% codebook restriction the losses are 
negligible.  

The absolute median user throughput for the femto UEs is about 2.1 Mbits/s. Since the bandwidth in the 
simulations is 1.4 MHz, the spectral efficiency that one user achieves is 1.5 bits/s/Hz. Since 3 users are 
active in each femto cell, the median spectral efficiency for the cell throughput of the femto cell is 4.5 
bits/s/Hz/femto cell. 

Figure 5-15 shows the mean relative gain in throughput for the macro and femto UEs compared to the 
reference system without codebook restrictions. It is seen that the macro UEs in close vicinity to the CSG 
femto UEs can benefit significantly by codebook restrictions. As already mentioned the throughput loss 
for femto UEs is small. Figure 5-15 shows that in average 5% throughput reduction for femto users needs 
to be taken into account by improving the throughput for macro users that suffer from strong interference 
by the femto cell. 

However, due to the low load in a femto cell each femto user experiences a spectral efficiency of 1.5 
bits/s/Hz. 5% throughput reduction still provides a spectral efficiency of 1.425 bits/s/Hz which 
corresponds to 14.25 Mbits/s in 10 MHz compared to 15 Mbits/s in the reference system. This loss seems 
to be acceptable for the femto users since absolute throughput is still tremendous. 

 

Figure 5-15: Mean Relative Gain of Macro and Femto UEs 

5.3.3 Comparison with eICIC in LTE Rel-10/11 
The interference coordination scheme described in the previous sections aims to control the interference 
in spatial domain by restricting codebook entries on a per subframe basis. The performance analysis 
revealed that the designed scheme performs best if the entire codebook is instantaneously restricted for 
the frequency validity of the RESTRICTION REQUEST message (5 PRBs in the analysis above). If no 
codebook entry is available for usage the femto cell does not transmit any data in this subframe over the 
indicated PRBs, i.e. the subframe is blanked in time domain over a frequency subband. In this sense the 
coordination scheme in spatial domain transforms to a coordination scheme in time domain. It can 
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therefore be concluded from the analysis presented here that coordination schemes in time domain 
provide a very efficient solution for coordinating interference in heterogeneous networks.     

A pure time domain interference coordination scheme is currently specified in 3GPP LTE Rel-10 under 
the name eICIC [4]. Coordination of the interference is achieved by introducing so-called Almost Blank 
Subframes (ABS) as illustrated in Figure 5-16. 

 

 

 

 

 

 

 

 

 

 

Figure 5-16: Almost Blank Subframes (ABS) in LTE Rel-10 

In ABS no data and control channels (PDSCH/PDCCH) are transmitted in order to reduce interference to 
neighbour cells in those subframes. Only the cell-specific reference signals (CRS), synchronization 
signals and network information are sent to ensure backward compatibility. Comparing this approach to 
the spatial domain scheme of the previous section, it can also be seen as a scheme that restricts usage of 
all codebook entries in a ABS. Hence, time domain scheme is a special case of a spatial domain scheme if 
the entire codebook is restricted in a subframe. 

In the spatial domain scheme of the previous section, the macro UE sent RESTRICTION REQUEST 
(RR) messages to its serving cell (i.e. the macro cell), which then forward the RESTRICTION REQUEST 
message over the X2 interface to the cell that causes strong interference to the macro UE (i.e. the CSG 
femto cell). In the designed scheme the X2 messages can be sent each subframe, i.e. each 1ms. Two 
different algorithms have been investigated: 

a) The femto cell accepts all RR messages w/o utility comparison: This approach provides largest 
benefits to the macro UEs that sent RR messages 

b) The femto cell only accepts RR messages if the utility metric is increased: This approach aims to 
maximize average cell throughput but may not significantly improve performance of cell edge 
macro UEs 

In eICIC it was decided that the aggressor cell (i.e. the CSG femto cell) decides autonomously on its own 
how many subframes shall be configured as ABS. The victim cell (i.e. the macro cell) is only allowed to 
invoke the aggressor that more ABS are needed to ensure sufficient performance for the cell edge macro 
UEs. However, the CSG femto cell does not have to follow this invocation. This can be seen as a 
correspondence to algorithm b) above. The reason why a concept like algorithm a) above was not adopted 
in Rel-10 is that multiple victims invoking ABS may take away too many resources from the aggressor. 

Figure 5-17 shows an macro – pico cell example how the aggressor cell informs the victim cell which 
subframes are configured as ABS. This knowledge is important for the victim cell since it needs to ensure 
that the suffering cell edge user is scheduled in this subframe that is declared as ABS in the aggressor. 
Note that this requires time synchronization at subframe level between aggressor and vitim cell. The X2 
message in eICIC is a simple bitmap of length 40 bits where each bits indicates ABS or regular subframe. 
It has been decided in 3GPP that this bitmap can be updated with a granularity of 40ms compared to 1ms 
update rate of the designed scheme.  

The codebook restrictions required in the designed spatial coordination scheme BSCBS can also be 
indicated over X2 by means of a bitmap, where each entry indicates whether the codebook entry is 
allowed or not. For a 4x2 antenna configuration a bitmap of length 32 bits is required. In case that the 
special case of full codebook restriction corresponding to time domain coordination is applied a single bit 
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is sufficient, results in the same X2 data rate for BSCBS and eICIC (1bit/1ms in BSCBS, 40bits/40ms in 
eICIC), if each RR message has a frequency validity of the entire system bandwidth.   
 

 

 

Figure 5-17: Information Exchange over the X2 Interface 

The design of the RR messages in BSCBS allows that each message covers a subband of a certain length. 
In the simulations in the previous section it has been assumed that this frequency validity is 5 PRB. This 
means that the aggressor may apply codebook restrictions in a subframe for the indicated PRBs only. This 
offers another dimension in the coordination. In eICIC the frequency dimension is not exploited. Here a 
ABS applies for the entire system bandwidth in frequency domain. In this sense, BSCBS offers more 
flexibility than eICIC. 

BSCBS relies on measurements conducted by the UE and sent over the uplink air interface to the serving 
cell. Therefore the specification in 3GPP of BSCBS would also impact the air interface since new 
messages are required to support the restriction of codebook entries. In eICIC, however, the uplink air 
interface is not impacted, since coordination is only done in time domain. In eICIC existing downlink 
measurements are sufficient to indicate the presence of a strong interferer.  

System level performance evaluation of eICIC can be found in [134] and the references therein. 

5.3.4 Conclusion 
In this contribution the designed interference coordination scheme in spatial domain (BSCBS) has been 
analyzed further. It has been shown that BSCBS allows improving the performance of UEs suffering from 
strong interference significantly. In the considered macro – CSG femto cell deployment scenario the 
performance degradation of the femto users is marginal. The results indicate that the largest gains are 
achieved for full codebook restriction, which transforms the spatial coordination into time domain 
coordination. This verifies the efficiency of time domain interference coordination in heterogeneous 
scenarios. Such a time domain interference coordination scheme is currently specified in 3GPP LTE Rel-
10 (eICIC). A design comparison between BSCBS and eICIC has been conducted revealing several 
similarities between both schemes but also some differences, e.g. the impact on the air interface in uplink 
and the availability of a frequency domain in BSCBS. From this comparison between BSCBS and eICIC 
it can be concluded that the main design goal of eICIC in LTE Rel-10 was simplicity, as less standard 
impact as possible and robustness. The system level results in [134] show that still large system capacities 
gains can be achieved by pure time domain coordination. BSCBS introduces a frequency component in 
the interference coordination which is not available in eICIC. It remains to be shown whether this 
additional feature enlarges the gains of time domain interference coordination even further. In near future 
Coordinated Multipoint (CoMP) will be introduced in LTE Rel-11. Such schemes are able to provide 
interference coordination jointly in time, frequency and spatial domain. It is an interesting area for further 
investigation, whether joint coordination in all domains provides further gains in heterogeneous networks 
compared to pure time domain coordination as eICIC does. 
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6. SON for Improving Energy Efficiency 
The emphasis of this section is on energy efficiency within the context of SON. 

6.1 Energy-Aware Self-Organized Networking Enabled Co-Channel Femtocell 

In this section, we consider that a co-channel femto cell sharing the spectrum with the overlaid macrocell 
is randomly deployed within a service radius of the macrocell. With regard to the co-channel femto cell, 
we design a generic energy usage model in such a way that energy usage by femto cell users at both the 
signalling and the data phases is taken into consideration. Considering the worst-case scenario of 
interference when femto cell users are deployed in a corner of the femto cell nearest toward the 
macrocell, autonomously self-organizing techniques of the energy usage at the femto cell are proposed 
while satisfying constraints on both the interference toward the macrocell and the energy requirements. 

6.1.1 System and channel models 

Concern a co-channel femto cell network that supports a circularly serviced area with the radius ofr  and 
opportunistically operates over the same spectrum as the overlaid macrocell network, serving a coverage 

radius omr . The serviced area by the co-channel femto cell access point (FAP) is assumed to be randomly 

deployed within the coverage of the macrocell network. We assume that the distance (denoted by od ) 

between the FAP and the MBS can be known at the FAP by using conventional positioning approaches 
(e.g., macrocell signals, enhanced cell identification, and global positioning system (GPS) [108])  and 
SON enabling techniques developed in D4.1 [110].  
Consider uplink communications via orthogonal channels in the frequency domain (e.g., 3GPP's LTE 

[109]). Let 
f

K  femto cell users (FUEs) each having a single antenna intend to communicate with the 
FAP having d receive antennas. Suppose that the wireless channel per antenna pair between each FUE to 
the FAP is flat Rayleigh fading and the channel coefficients are independent and known perfectly at the 
FAP. The corresponding received signal to the interference and the noise ratio (SINR) at the FAP from 
FUE i can be given as 
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where 
if

x  is a channel gain as a Chi-square distributed random random variable with 2d degrees of 

freedom (i.e., 2
2~ dfi

x χ ), ifP1  is the power of the data transmission, 
if

PL  is a path loss toward its 

FAP, ∑= jmf
o

f
o II  denotes the aggregated interference on average from both the neighbouring 

macrocell users (MUEs) and co-channel femtocell users, and 2σ  is the variance of the complex-valued 

zero-mean additive white Gaussian noise (AWGN). In this equation, notice that
if

PL   can be represented 

as  
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i

fff
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where fL1 represents the penetration loss in the femto cell, mainly caused by indoor walls, fL2  denotes 

the path loss exponent in the femto cell transmission, and ifr  (m) is a random (but static) distance 
between the transmitter and the FAP. 
 

Based on this path loss, FUE i, i ∀  transmitting at the distance ifr  with respect to the FAP selects a 

transmit power level
i

i
f

ff PP Λ= 11 , where ( ) 10/10/
12 10
ff

i

i

LLf
f r=Λ  denotes a compensation component 

for the attenuation (i.e., a path loss) such that the FAP receives the desired powerfP1  on average. 

Similarly, the j-th macrocell user equipment (MUE j) at a random distance jmr  with respect to the MBS 

selects its transmit power level 
j
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compensation component in the macrocell network, and similarly to the femto cell transmission, mL1  and 
mL2  are the loss of the penetration and the path loss exponent in the macrocell transmission, respectively. 

 

By transmitting at ifP1  power, FUE i causes the cross-interference received at the MBS by 

 c
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ii

f

f
m

fm
o PI PL/1Θ=  (6.3) 

where ( )c
i

c
i

fff

f
rLL 1021 logPL += , 

c
ifr  is the counterpart distance toward the MBS, and mΘ  is a log-

normal distributed attenuation caused by shadowing from FUEs to the MBS.  
 
Notice, as per our system model, that the FAP experiences interference caused by neighbouring macrocell 
UEs as well as co–channel femto cell UEs active in other FAPs. In particular, thelatter interference source 
is located far away from the victim FAP since these interferers from theco–channel femto cells are not 
from femto cells, who are near to the victim FAP and coordinatesto operate in orthogonal manner. While, 
the former interference source is from macrocell UEs 
who are near to the victim FAP. Therefore, due to the fact that typically the transmission power 
by macrocell UEs is stronger than that of the femto cell UEs, the interference is dominated 
by the source of the neighbouring macrocell UEs and its expression is straightforward from the above 
equation and is omitted here. 
 
In the above co-channel femto cell network, we address an energy-aware self-organizing technique on 
energy usage over the femto cell users. First, notice the fact that in conventional self-organizing 
mechanisms, there inevitably exist following two different main phases of energy usage:  

i. Phase 0: is to represent signalling energy phase in which signalling information is 
exchanged,  

ii.  Phase 1: is to represent data-transmission energy phase in which data transmission 
occurs.  

Particularly, we propose operations in the two phases as follows. In Phase 0, the FAP self-organizes only 

a subset of fK  FUEs randomly selected at every time slot. Here, the size of the subset is set to 
ff KK ≤  and the corresponding entries of the subset are random according to the uniform distribution 

such that FUE i for all i are equally likely activated. Moreover, the average power level of the activated 
FUEs is autonomously adjusted such that the sum cross-interference by all FUEs toward the MBS 
remains below the desired level. In Phase 1, we consider the opportunistic transmission in such a way that 

among the subset of fK  activated FUEs given at Phase 0, only the best FUE is admitted to access the 
femto cell network. Finally, the criterion of selecting the best FUE is to find the user whose index is 

defined as i

i

f
fi

f ρmaxarg:* = . 

 

6.1.2 Problem Description 
We study a self-organizing problem that in a given random deployment of the FAP the sum energy usage 

( fE ) by FUEs is maintained below the maximum allowance as well as the cross--interference (fmoI ) is 

less than the tolerance level by the MBS. It is investigated how to self-organize the sum energy usage 
among FUEs in order to enhance the sum capacity of a femto cell-of-interest. Toward this end, we take 
into account following two constraints: 

 o
fm

oo
f IIEE ≤≤        and         (6.4) 

where fE  is the sum energy usage by all FUEs at Phases 0 and 1, its maximum is limited by oE . 

∑= ifm
o

fm
o II  denotes the sum cross-interference on average at the MBS from FUEs, and its pre-

defined maximum is oI . 
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6.1.3 Energy-Aware Self-Organization 

6.1.3.1 Sum energy usage in a co-channel femto cell 

For a given
f

K , when randomly activating 
ff KK ≤  FUEs, the sum energy usage at both Phases 0 

and 1 during a given time slot period sT  can be statistically represented as  

 ∑∑
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                                                            ff EE 01 +=   (6.6) 

where 
i

i
f

ff PP Λ= 00  denotes the power for signalling and thereby the product of s
f TP i

0  represents the 

energy usage by FUE i at Phase 0. In, let us denote ff PP 1
1

0
ˆ−= α , where α  is a fixed system parameter 

and fP1̂  denotes fP1  when 
ff KK = . As can be seen in (6.6), therefore, fE  consists of two terms, 

that is, fE1  denotes the sum energy at Phase 1 while fE0  at Phase 0. 

 

It is worth mentioning that the amount of fE0  in (6.6) is considerable, as compared tofE1 . In the femto 

cell the signalling energy used by each FUE becomes large due to the presence of self-organizing 

operation, due to its random deployment. As a result, for a given fP1̂ , ff PP 01 /ˆ=α  at each FUE results 

in less than the conventional case (e.g., αα ˆ≤  where α̂  is for the conventional cellular case). When 

activating fK  FUEs, the energy usagefE0  at Phase 0 depends on both fP0  and the 
ff KK ≤  FUEs 

and thus its amount becomes notable. Therefore, taking into consideration both fE0  and fE1  is worthy 

for further investigation. 

6.1.3.2 Case when o
fm

o II ≤ : Impact of fK and fP0  on fP1  

Under the interference requirement, we now aim at analyzing how much fP0 should be chosen to 

satisfy o
fm

o II ≤ . First, by using (6.3), (6.5) and (6.6), it can be shown that for a given
f

K , fm
oI  in (6.4) 

is written as 
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where the two terms on the second right hand side of  (6.7) represent the sum cross-interferences 
occurring at Phases 1 and 0, respectively. It is worth mentioning that in (6.7), the first term is related to 

fE1  while the second term results from usingfE0 . Moreover, (6.8) can be obtained by inserting both 

i

i
f

ff PP Λ= 11  and 
i

i
f

ff PP Λ= 00  into (6.7). 

 
Based on (6.8), we consider the worst scenario interference when all FUEs are deployed at a corner of a 

femto cell nearest to the MBS. This is in order to investigate the impact of the maximum fmoI  on the 

MBS performance. Particularly, let i  , ∀Λ=Λ
oi ff  in (6.8) be strongest by setting irr oi ff ∀=   , . 

This reveals that oi ff PP 00 = . Meanwhile, it reveals that the minimum ic
o

c
i ff

∀≈   ,PLPL  are concerned 

since mo ff rr <<  in practice. Therefore, it can be obtained that in the worst scenario, 

c
oo

c
ii ffff PL/PL/ Λ≈Λ  are maximized, in which fm

oI  becomes strongest. 
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By using the above consideration, it can be shown that in the worst scenario, (6.8) is simplified: 
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Inserting (6.9) into the constraint o
fm

o II ≤  in  (6.4), it can be presented that in the worst scenario, 

we have 
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In (6.10), let m
rmoI PΘ=η  denote the maximum toleration threshold by the MBS, where m

rmPΘ  is the 

receive power on average requested at the MBS from its own MUEs, and ]1,0[∈η  is a given constant. 

 

Therefore, it can be obtained from (6.10) that fP0  satisfying o
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o II ≤  should be with respect to 
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It can be analytically seen in (6.11)  that for given parameters such as m
rPη , ofr , and ,2

fL  fP0  

decreases with respect to both fK  and fP1  while maintaining o
fm

o II ≤ . Particularly, fP0  scales 

inversely with the order of fK  in a given fP1  while for a given fK , fP0  linearly decreases with 

respect to fP1 . Therefore, it is worth mentioning that the femto cell network should autonomously select 
fP0 , fP1 , and fK  so that the maximum interference tolerated by the MBS can remain less than or 

equal to oI . 

6.1.3.3 Case when o
f EE ≤ : Impact of fK and fP0  on fP1  

Let f
o EE = in the extreme case when 

ff KK = . In order to maintain o
f EE ≤  for a given 

ff KK < , then, we can obtain  

 ( ) ffff PKKP 1
11

1
ˆ1+−≤ −− αα . 

It can be seen from this equation that when satisfying o
f EE ≤ , fP1 is represented with respect to 

both fK and  ff PP 1
1

0
ˆ−= α . For a given fP0 , this equation shows that the transmit power for the data 

decreases with fK . Therefore, for a given fK , the use of fP1 satisfying the energy requirement 

provides the power gain of, at most, ( )111 +− −− αα ff KK , as compared to the extreme case when 
ff KK =  (i.e., ff PP 11

ˆ= ). 

6.1.3.4 Case when both o
fm

o II ≤  and o
f EE ≤ : Selection of fK and fP0  

Now we consider the case when both o
fm

o II ≤  and o
f EE ≤ are maintained simultaneously. Then we 

investigate the impact of this constraint on selection of both fP0  and fP1  and it will be shown how the 

ergodic sum capacity eC  behaves in terms of fP0  and fP1  for a given 
ff KK < .  

To this end, we refer to the above two equations and recall that ff PP 1
1

0
ˆ−= α . Then, it can be achieved 

that for a given fK FUEs and 
ff KK < , fP0  and fP1 should satisfy 
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so that o
fm

o II ≤  and o
f EE ≤ are maintained simultaneously. 

It is well known that the expression of the ergodic sum capacity of a femto cell can be expressed as a 

function of the SINR by the best femto UE. That is, ( )*
2 1log xCe ρ+=  where )( ** ifEx ρ= . Using 

the above two power expressions as well as the asymptotic expression for the distribution of *x  [135], 

the asymptotic expression for the ergodic sum capacity can be obtained as a function only of fK after 
mathematical operations as [136] 
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is the resulting power gain as compared to the extreme case when 
ff KK = . 

6.1.4 Numerical Results 
Consider a co–channel femtocells network, where each femto service coverage has a radius of 10 (meters). 
We illustrate in this section numerical results for the performance of a femtocell-or-interest that is 

deployed at the distance do ∈ {50; · · · ; 100} (meters) with respect to the MBS. Let the given 

interference threshold be η ∈{10−2; 10−3}, and the system parameters  

 3/4=α , the number d of antenna at the FAP is d ∈ {1; 2; 4} and { }20,,4 ⋅⋅⋅∈fK  are used. 

In Figure 6-1, the normalized interference toward the macrocell by its receiving power from macrocell 
own users is depicted versus the relative distance (do) between the FAP and the MBS. As can be seen in 
this figure, as do gets shorter, the interference by the proposed scheme remains at the target level while 
the interference by the conventional cases increases as do decreases. Therefore, it can be observed from 

this figure that the use of properly adjusted fP0  benefits in maintaining the interference under the target 

level at various distances do. 

As compared to the non self-organized conventional case when using both a fixed 
ff KK =  and a 

constant fP0 , Figure 6-2 depicts the ergodic sum capacity versus the average SNR ρ~  in the case when 

optimizing both fP0  and fK . As per this figure, the proposed admission control and resource allocation 

scheme is superior to the conventional case. In particular, when do = 100 (meters), it can be seen in this 

figure that at Ce = 3 bits/s/Hz/cell, the case when autonomously adjusting both fP0  and the optimal value 

of fK  obtains about 16 dBm power gain against the conventional case. It is worth mentioning that such 
a gain is achieved with no extra sum energy usage. 
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Figure 6-1: Comparison of the proposed scheme against the conventional one when using no adjustment on 

fP0  and a fixed 
ff KK =  has been illustrated in terms of the normalized interference from femtocell to 

macrocell versus od . For this comparison, { }8,4∈fK ,
ff KK = , m, 10 ,m }100,50{ =∈ of

o rd  

001.0=η , 3/4=α , and 2=d are used. 
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Figure 6-2: Comparison of the case when optimizing both 

fP0  and the value of
fK  to the conventional case has 

been depicted in terms of  eC  versus the average SNR: 4=d , ,8=
f

K  },...,1{ ff KK ∈ , 100=od m, 

10=ofr m,  001.0=η , and 3/4=α are used. 
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6.1.5 Conclusion 
In this section, a two–tier co–channel femto cells network was considered. We proposed an admission 
control and resource allocation scheme in a distributed fashion, which aims at balancing the energy usage 
by femto cell users between the signalling and the data transmission. Developing the generic energy 
usage model by the femto cell users, it was proposed to autonomously select both the number of activated 
femto cell users and their power levels. In the worst case interference scenario towards the macrocell, the 
performance of the proposed system has been analyzed and the achievable gain was analyzed by 
presenting the asymptotic ergodic sum capacity expression in the closed–form under the realistic 
constraints on the interference– and the energy–requirements. Clearly, it is noted from the results in this 
work that when self-organizing the energy usage of a femto cell of interest, the proposed scheme benefits 
the enhanced cell capacity with no extra sum energy usage within the femto cell. 

6.2 RF Front-End Functionalities for Self-Optimization 

Fitting the downlink transmitted power in admissible levels and working with accurate transmitted power 
is the desirable working state for the transmitter. In 6.2.1 an implementation of power control for 
downlink that combines open-loop and closed-loop is described as solution to both, following changes of 
transmitted power desired in power control method in self-optimization, and accurate operation during 
periods with “temporal fitted power”. As “temporal fitted power” we refer to periods in which transmitted 
power suffer no change of level. Also the implementation of mechanisms that allows automated detection 
of potential user load in uplink is described in Section 6.2.2. This mechanism is useful to implement 
energy saving when there are periods of low user load or no user at all. In Section 6.2.3 an estimation of 
power consumption for the front-end is shown. 
 

6.2.1 Implementation of Power Control in downlink 
Closed-loop power control described in Section 2.2.2 refers to feedback power control implemented. It 
determines the error between the measured transmitted power and the desired transmited power. Based on 
this error, the system adjust the transmit power by adjusting the gain amplifier. 
 
Open-loop refers to power control adjust the transmitted power in response to power control commands 
produced by operational parameters and/or environmental conditions. This open-loop does not include 
any means to verifying the accuracy of the transmit power. The combination of open-loop with closed-
loop avoids [35] that the transmit power drift away from the desired transmit power. This change from 
desired working point can drive to violation of absolute power requirements. The block diagram is shown 
in Figure 6-3 
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Detection Circuit extracts a small portion of the amplified signal Ao, measures the power, provides the 
measured power Pm to the Power Control Circuit and delivers the output signal to the radiating system. 
 
The Amplifier Circuit has one variable gain amplifier (VGA) to amplify the input signal obtaining the 
output signal at a desired level. The VGA varies its response in accord to Ag provided from Power 
control circuit. Apart from the VGA, the Amplifier Circuit has a High Power Amplifier HPA that 
provides the desired level of the Output signal. 
 
Power Control Circuit generates the gain control signal Ag responsive to power control commands Pc 
and/or the measured power Pm from the Detection Circuit during open and closed loop. It also adjusts Ag 
during transitions between both loops in a way that there are no power deviations. 
 
The processor includes a look-up table and an interpolation circuit. In response to a power command, the 
processor executes the look-up table to obtain closed and open loop references, Tc and To. It also 
generates the selection signal S to the gain controller in response of a detected power Pm. When Pm 
meets or exceeds a predetermined threshold, processor generates S to instruct the gain controller to select 
closed-loop gain adjustment Gc. If it is less then a threshold processor generates S to instruct the gain 
controller to select the open-loop gain controller Go. 
 
The Look-up table (LUT) stores a plurality of open-loop and closed loop references in an ordered list 
corresponding to the power control levels. 
 
Interpolation Circuit modifies the closed-loop reference Tc to provide a finer resolution than available 
with look-up table alone. Modifying the closed-loop reference Tc when transitioning from open-loop to 
closed-loop control avoids the large steps that cause the undesirable discontinuities. 
 
The closed-loop controller generates the closed loop gain adjustment based on the difference between the 
measured power Pm and the closed-loop reference Tc. It includes a combiner and VGA converter. The 
combiner determines the power difference between Pm and Tc during close-loop, where Tc digitized 
target power level selected from the look-up table based on a selected power command Pc. The converter 
maps this difference of power to a digitized VGA value to generate the closed-loop gain Gc. 
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Figure 6-3: Closed-Open Loop Control Power Transmitter Block diagram 
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Open-loop controller generates the open-loop gain Go based on the open-loop reference to and 
provides open gain Go to the gain controller.  
 
The power control circuit adjusts the gain of the variable gain amplifier to meet the power requirements. 
To do this, the gain controller selects one of the closed-loop and open-loop gain adjustment values and 
adjusts a gain control signal Ag based on the selected gain adjustment. The gain controller comprises a 
switch and a register. 
 

6.2.2 Aspects related to uplink RF Front-End 
The listening capability of the femtocells may be enabled independently from other functions of the cell 
[139]. In that case, those cells may monitor, when requested, interference over thermal (IoT) ratio, which 
is obtained based on Received Interference Power and Thermal Noise Power (RIP) and (TNP) [41]. When 
a femtocell detects high load, it may request the other femtocells within its coverage to provide their IoT 
measurements, and then using its proprietary algorithm, in most cases the femtocell will be able to find 
out which hotspot cells are the most appropriate to serve higher load.  Therefore, those femtocells could 
activate the appropriate cells for boosting capacity while keeping other femtocells in sleep mode. The 
femtocells can also use their own IoT (RIP and TNP) to compare with a threshold. If the signal is high 
enough the femtocell leaves its sleeping state/ Eco-mode and takes care of the potential traffic in the 
surrounding. 
 
Letting this functionality working in automated mode the Eco-mode [140] can be activated when the load 
is under the threshold level. In Figure 6-4 a Front-End scheme with uplink level threshold comparator to 
activate the eco-mode is included with the functionalities described for downlink power control described 
in Section 6.2.1 
 

 
Figure 6-4: RF Front-End main modules. 

 
  

VGA 

Receiver  Circuit FILTER 

COUPLING + 
DETECTION 
CIRCUIT 

Threshold Level 

RECEIVER 

RECEIVER 
CONTROL 

COMPARATOR 

TRANSMITTER 

Eco-mode 
signal 

LNA 

Output signal 

TRANSMITTER POWER              
CONTROLLER 

PA VGA 

Input signal 

Transmitter 
Circuit 



 D4.3 V1.0 

Public Information Page 106 (126) 

6.2.3 Impact on energy saving  
There are various factors impacting on the development of RF components and systems that are being 
researched and investigated. For general communications systems, for example, there is the continuous 
movement towards smaller, secure systems that have increased functionality and reduced power 
consumption. 
 
The receiver or the transmitter has to switch to the standard or to the operator featuring the more efficient 
characteristics. There are also similar requirements concerning battery and performance management. In 
fact, relating to the electromagnetic environment, the performance of the receiver/transmitter can be more 
or less relaxed in order to save energy, which is a key issue in the case of portable communications. In 
this case the system has to be smart enough to choose the best configuration by trading off the electrical 
performance (that is, linearity and noise figure) and the power consumption [142]. 
 
The simplest way to describe a wireless communication module [141] could be defined as described in 
Figure 6-5. 
 

 

Figure 6-5: Communication Module Structure. 

 
Based on the structure and power consumption of each component, the total power consumption for 
transmitting and for receiving, denoted by PT and PR, are specifically given by: 

 )()()( 0 dPPdPPPdP ATATRFTBT +=++=  (6.12) 

 0RLRRFRBR PPPPP =++=  (6.13)  
where PA(d) is the power consumption of the power amplifier which is a function of the transmission 
range, d, that is the desired coverage and interference level. Since PTB and PTRF do not depend on the 
transmission range, the two components can be modelled as a constant, PT0. Similarly, the power 
consumption of the receiving circuitry can be modelled as a constant, PRO, since PRB and PRRF are 
clearly not dependent on transmission range, and PL is also a constant while assuming that the LNA is 
properly designed and biased to provide the necessary sensitivity to reliably receive, demodulate and 
decode a minimum power signal, PRx-min. 
 
While there are many types of RF power amplifiers, the total power consumption of a power amplifier, 
PA (d), will depend on many factors including the specific hardware implementation, DC bias condition, 
load characteristics, operating frequency and PA output power. 
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The power amplifier delivers RF output power, PTx, to the antenna. In general, the required RF output 
power, PTx(d) for reliable transmission will depend on the transmission range, d, this is the desired 
coverage and interference to other cells and foreign users. 
 
The total power consumption of the PA is given by PDC and is the same as PA defined above. The ratio of 
RF output power to DC input power is called the drain efficiency (denoted as η) and is given by: 
 DCTx PP /=η  (6.14) 

By definition, the drain efficiency of a PA will be less than 100%. For example, simple class A power 
amplifiers have a maximum drain efficiency of 50% as equal amounts of power are dissipated in the bias 
circuitry and in the load. The drain efficiency will typically vary when the output power delivered to the 
load changes. In particular, for most types of power amplifiers, the drain efficiency increases while PTx is 
increasing and reaches its maximum value when PTx reaches the maximum output power, Pmax.  
 
By combining the concept of drain efficiency with the formula described in the previous part of this 
section, the power consumption of the communication module can be modelled as: 
 η/)(0)( dPPP TxTdT +=  (6.15)  

 0RR PP =  (6.16)  

During dormant or Eco modes the total consumption is: 00)( RTRTtotal PPPdPP +=+=  (6.17) if the 

PA is completely switched-off. 
 
Some RF components that can be used to implement FAP transmitter and receiver have Enabling Entries 
that can be used to implement power saving periods when the FAP enters a no user load period. During 
these periods transmitter can be shunted down and only receiver operates in order to detect user load. 
Base band dual amplifiers used in Tx circuit that appear in Figure 6-5, using current available devices to 
amplify signals I/Q to enter in modulator, consume 1W in normal operation mode and they reduce its 
consume to less than 10mW [137] using shunt-down option. I/Q modulators, also part of Tx circuit, with 
shunt down mode can pass from 250mW normal operation mode to less than 1mW in sleep mode [138]. 
Current power amplifiers used in LTE handsets even incorporate internal coupler to use in the power 
control loop. This type of devices also has saving operation modes that reduce consume. 
 

7. Extensions to the Mobile and Relay Femto Scenarios 
The following section investigates both fixed and mobile femtocell relays. First, leveraging on the TDD 
underlay at UL FDD proposal [175], [176], a full duplexing transmission scheme is presented in which a 
femtocell relay transmits and receives simultaneously. Second, preliminary results on the mobile 
femtocell relay are presented thereafter. 

7.1 Full Duplex Based Transmission for Fixed Femtocell Relays  

Cooperative communication is an alternative to achieve spatial diversity even with single antenna devices 
[148]. In a cooperative scheme a relay helps the source to communicate with the destination, and its 
behaviour is dictated by the cooperative protocols such as amplify-and-forward (AF) and the decode-and-
forward (DF), or their variants selective and incremental [148-149]. In the Selective-DF (SDF) the relay 
station forwards the source message only if it is error free. Nevertheless, with half-duplex (HD) radios the 
cooperation suffers from a multiplexing loss, because the relay listen in a first time slot and then 
retransmits the message in a second slot. Several solutions have been proposed trying to overcome the 
problem of HD constraint as in [150-151] and references therein. On the other hand, incremental 
cooperative protocols, such as incremental-DF (IDF), can overcome the spectral inefficiency of HD 
cooperation through the exploitation of a return channel between nodes [148-149]. In the IDF protocol the 
relay only cooperates with the source if a retransmission is requested by the destination, so that it is not 
necessary to previously allocate a time slot for the relay operation.  
 
Furthermore, cooperative FD relaying does not suffer from multiplexing loss and hence can achieve 
higher capacity than HD cooperative protocols [149]. Nonetheles, perfect isolation between transmitted 
and received signals is often not possible. In practice, isolating the transmitted and received signals is not 
straightforward, once the transmitted power is normally much larger than the received power [149]. 
Probably the most known FD schemes are multi-hop (FD-MH) and block Markov encoding (FD-BM). 
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Multi-hop is the simplest relaying technique while FD-BM is quite complex to implement, albeint being 
the best known performance achieving FD scheme [149,152].  In [152] the FD-BM technique is analysed 
and the authors derive the outage probability of an ideal cooperative FD-BM scheme. On the other hand, 
practical FD schemes have been proposed in which it is considered that there is a power leakage between 
transmitted and received signals, also known as loop interference or self-interference [153,154,155].  For 
instance, the authors in [153] show that practical FD-MH scheme is feasible even if the relay faces strong 
self-interference. Moreover, it is also shown that FD-MH relaying enhances capacity when compared to 
the HD scheme. In addition, similar conclusions were obtained in [154-156].  In our proposed solution, 
we consider a practical FD relay, with loop interference, which may operate under a multi-hop relaying 
scheme. We assume that the relay employs the DF protocol. Moreover, we assume that the relay receivers 
are able to apply successive interference cancelation (SIC) [157] on the received signals. Therefore, based 
on [157-158] we determine the rate regions and evaluate the individual outage probabilities. Due to the 
causality constraint the relay is not able to remove the self-interference through SIC, which reduces its 
performance when compared to the ideal FD relay (no loop interference). Nevertheless, we show that 
even in the presence of a strong interference link the FD-MH scheme is feasible.  

7.1.1 System Model 
 
Consider the uplink (UL) of a heterogeneous network composed of a femtocell and a macrocell. The latter 
is characterized by one macro user (MU) communicating with its serving macrocell base station (MBS), 
while the former is composed of a source (S), which can be a femto user, communicating with a 
destination (D), which can be seen as another femto user. The communication is established through the 
help of a full-duplex relay (R), which can be seen as either a femto base station or dedicated relay.  
 
There are at least two possible scenarios regarding the position of the MU:  

1. The MU is far from the femtocell, and therefore the femtocell can operate normally 
considering that the MU does not interfere with the femtocell. 

2. The MU is close to the femtocell and therefore interferes with the femtocell communication. 
 

Figure 7-1 illustrates the heterogeneous network, in which we emphasize the interference links. Notice 
that we assume a practical full-duplex relay which suffers self-interference (loop interference). As 
aforementioned the FD relay can be transmit and receive simultaneously. Nevertheless, perfect isolation 
between transmitted and received signals is often not possible, once isolating the transmitted and received 
signals is not straightforward given that transmitted power is normally much larger than the received 
power [148]. Therefore, we assume a self-interference signal which is the leakage of power from the 
transmitted to the received signal. We model the self-interference link as a Rayleigh fading channel, 
considering that the antenna isolation considerably reduces the LOS component and that the general 
behaviour of the channel is due to scattering [155].  

 

 

Figure 7-1: Heterogeneous network composed of a cellular macrocell and a femtocell. Note that the 
femtocell user uses a relay node to expand its coverage and improve throughput performance.  

 
We assume that either R or D is able to employ successive interference cancellation (SIC) on the MU 
interference signal. Moreover, we assume that the SD link is seen as interference at D, and therefore can 
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also be removed through SIC. In this case, we can see the channel as a three-user multiple access 
channels, and the rate regions can be defined as in [157-158]. As shown in [159], SIC can be applied in 
cellular networks, while an example of application on a femtocell scenario can be found in [160-161], 
where half-duplex nodes are able to cancel the interference through SIC. 

7.1.2 Numerical Results 
 

We present the initial set of results based on the proposed scheme. We assume that the MU is far away 
from the femtocell. Therefore, the interference caused by the MU can be neglected. Figure 7-2 shows the 
overall outage probability considering that the MU is far from the femtocell. It can be seen that FD-MH 
(ideal case) considerably increases the performance, even in the presence of strong self-interference and 
strong interference at the destination. In this case, we conclude that the self-interference causes a lower 
reduction on performance when compared to the interference at D. On the other hand, Figure 7-3 
illustrates the overall throughput as a function of the average SNR of the S-D link. From the figure we 
can see that the FD-MH considerably increases the performance achieving in the ideal case 10dB of gain 
in SNR when compared to the direct transmission. Notice that the throughput is limited by the S-D 
interference. Therefore, we aim in the next steps to define the outage probability and rate regions and 
apply SIC at the relay and at the destination. Through SIC, we aim to achieve a performance close to the 
ideal FD-MH which serves as a benchmark. 

 

 

Figure 7-2: Overall outage probability. The proposed scheme considerably increases performance. 
However, the performance of the FD-MH is reduced by the interference at the relay (self-interference) or 
at the destination.  
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Figure 7-3: Overall Throughput. FD-MH considerably increases the throughput performance when 
compared to the direct transmission.  

7.1.3 Conclusion and Next Steps 
 
We have shown preliminary result about the usage of full duplex transmission for small cells, in which a 
femtocell base station serves a fixed relay. In the near future, we will define the rate regions and the 
outage probability of the proposed scheme considering that the MU is close to the femtocell. Moreover, 
we will analyse the throughput for the second case in which the MU is close to the femtocell. In addition, 
we plan to expand the proposed scenario considering that the femtocell can serve as a relay for the MU 
user exploiting different possibilities of backhauling, such as wired and wireless. 

7.2 Moving Femtocell Relays 

7.2.1 Problem Statement 
Fixed relay nodes are one of the main enhancing technologies adopted in LTE-A (3GPP release-10), and 
provide enhanced cellular coverage by increasing the infrastructure density, at a lower cost and with 
shorter deployment time than traditional base stations. A coordinated and cooperative relay system 
(CCRS) consists of a closed group of moving relays (MR) mounted onto transportation vehicles, such as 
high speed trains, passenger ships, or buses. The CCRS provides innovative architecture enhancements 
for LTE-A systems, extending the concept of relaying from static areas, to densely populated, high speed 
transport systems, in order to provide efficient and reliable cellular coverage for passengers. The MRs and 
local macro cells thereof may operate in shared spectrum and network resources of the donor cellular 
system. The deployment of CCRS should be an integrated extension of the donor cellular network in 
terms of network protocols, capabilities, capacity, and MRs must appear to user terminals as traditional 
cells, in order to maintain compatibility with LTE user equipment (UE). 
 
 The 3GPP requirements for LTE-A state that network architectures should remain as unchanged as 
possible, while considering support of advanced features, such as carrier aggregation for flexible 
spectrum use (FSU), plug and play eNodeBs for self-organising and self-optimising networks (SON), and 
new relay architectures. Particularly backwards compatibility must be maintained with LTE (release 8) 
networks, when considering relay architectures, i.e. LTE user equipment (UE) must be able to access 
LTE-A systems, and vice versa.  
The deployment scenario, characterized by a densely populated, closed coverage area, containing 
potentially hundreds, to thousands of potential mobile users poses many challenges: 

• Resource allocation in order to provide sufficiently high data-rates for the base station to MR 
backhaul link(s), in order to support the potentially  high number of users onboard, while 
maintaining fair sharing of resources with normal macro-cell users. 
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• As a MR cell may be travelling across cities, or even countries, for hours or even days, a robust 
cell configuration scheme against all possible changes of donor cellular systems along the route 
is desirable.  

• Duplexing operation is essential, i.e. how to allocate and schedule resources for  a RN to switch 
back and forth between communicating with donor eNodeB (DeNB) and communicating  with 
UE efficiently, without impact on existing structures and operation of the air interface of the 
donor cellular systems. 

7.2.2 CCRS System Model 
 

 

Figure 7-4: Considered network topology with two donor eNodeBs and a mobile femtocell train. 

 
The CCRS is made up of a group of MRs, each of which is responsible for a local cell (within a carriage) 
and which may have a backhaul link established with a eNodeB. The CCRS may be connected to multiple 
eNodeBs at any given time, as well as multiple parallel backhaul links to the same eNodeB. The donor 
cellular system may control and coordinate these mobile backhaul links, together with smart cooperation 
between the MRs inside the CCRS.  A new interface is defined (crX2) interconnecting the MRs, used for 
cooperation in duplexing operation, load-balancing and capacity sharing amongst the MRs and the local 
cells thereof, and connection and mobility management. The crX2 interface may be wired or wireless, and 
if wireless preferably out of band to avoid interference to cellular users.  
 

7.2.3 Simulation Description  
 
The primary assumption made for simulation of the CCRS is that the backhaul link (eNodeB to MR) is 
the capacity bottleneck of the whole system. It is therefore assumed that the MRs are able to share the 
backhaul capacity effectively amongst the served users through the access link (MR to UE) within the 
train. Therefore the access link is not modeled in the simulator, and the throughput of train users when 
served by a MR is calculated by simply dividing the backhaul throughput of the MR by the number of 
users of the MR. The duplexing operation of the MR is half duplex with a static 2:2 split for backhaul and 
access link communication. Simulations are carried out where all train users are connected to the network 
through a MR, or all train users are connected directly to a macro eNodeB. 
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7.2.4 Simulation Layout Generation 

 

Figure 7-5: System layout generation highlighting the mobile femtocell’s trajectory. 

 
 
The simulator layout consists of 19 tri-sector eNodeBs, forming a 57 cell central layout. The 57 cells are 
then replicated around the edges of the central cell layout, to form the 399 cell wrap-around model shown 
in Figure 7-4. The wrap-around model is used so that there are equal levels of intra-cell interference at all 
cells in the central layout. Macro UEs are evenly distributed throughout the 57 central cells (blue points). 
A train consisting of 8 carriages is dropped randomly on a track (cyan) that runs through the cell layout 
with radius of 4Km (typical for high speed train lines), such that the whole of the train is always inside 
the central 57 cells. A second train may also be dropped traveling in the opposite direction, however for 
the following simulations only one train was dropped in the layout. Each carriage has a MR (red points) at 
the center, and train UEs (green points) are evenly distributed throughout and inside the carriages (dark 
blue border). The trains UEs are paired with the MR on the carriage in which they are located, if they are 
connected to the MR, otherwise they are paired with the closest 57 cells as are the normal macro users. 
 
Moving Relay and train UE Channel Model 
 
All links use the Urban Macro fast-fading model, and shadowing with distance dependent correlation. 
The path-loss model used for the normal macro users is also urban macro. The path-loss model used for 
the backhaul link from eNodeB to MR is “Macro-to-relay” in 36.814-v150 table A.2.1.1.2-2: 
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In the case of the train users connected directly to the eNodeB, the same path-loss model is used for the 
eNodeB to train user link as the eNodeB to MR link, with a 5dB penetration loss added. 
 
Scheduling and resource allocation 
 
For the following simulations, round-robin scheduling is used. Each macro user is assigned one time slot. 
Train users connected directly to a macro eNodeB are scheduled in the same way as normal macro users. 
MRs are allocated as many timeslots as there are train users they are serving, so the total number of time 
slots allocated for all MR is equal to the total number of train users. When train users are served through a 
MR however effectively two time slots are allocated per user, as every time slot following a timeslot 
allocated to a MR is left blank. A simulation parameter ‘MR Selection’ allows for only the strongest MR 
in a given cell to be scheduled. In this case the time slots for users within carriages of the ‘disabled’ MR 
are allocated to the scheduled MR. It is assumed that the MR are able to cooperate amongst themselves to 
serve all users in all carriages fairly in this case. In the following simulations, the parameter was disabled 
however, and all MR serving train users are allocated resources. 
 
 
Simulation Parameters 

Table 7-1: Simulation assumptions 
 
System Bandwidth 10Mhz (50 PRB) 
Propagation environment  Urban Macro 
Base station sites 19 (57cells) 
Base-station Tx Antennas  1 
User Rx Antennas (macro and train) 2 
MRN Rx Antennas 4 
MRN Rx Antenna height 5m 
Train velocity 300Km/h 
Train carriage length 30m 
Train carriage penetration loss (eNodeB to train 
user) 

5dB 

Number of Macro users 570  
Number of trains 1 
Number of carriages per train (= Number of MRN) 8 
Number of train users 20 
MRN Duplex Half Duplex, static 2:2 split 
Scheduling (backhaul link) Round Robin, 1 time slot per user 
Number of drops 400 
Channel samples per drop 300 (1ms between samples = TTI) 
Traffic Model Full-Buffer 
 
 
Two simulation cases are considered. In the first case all train users are connected directly to the network 
through a macro eNB. In the second simulation case all train users are connected to the network through a 
MRN. 
 
 Simulation Results 
 

Macro Users 
(bps/Hz) 

Train Users 
(Direct 
Connection) 

Train users 
(Connected 
through MR) 

Cell (All 
Cells) 

Cells Serving 
MR 

Cells Serving 
Train Users 
(Directly) 

1.7618 1.3592 0.9477 1.7467 1.3636 1.6371 
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Figure 7-6: cumulative distribution function (CDF) of the cell throughput for users connected to the 
mobile relay and donor eNodeB, respectively 

 

 

Figure 7-7: cumulative distribution function (CDF) of the macrocell user throughput for users connected 
to the mobile relay and donor eNodeB, respectively 
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Figure 7-8: cumulative distribution function (CDF) of the train user throughputs. 

 
 
Table 7-1 shows the average spectral efficiency of the macro users, train users connected through the 
MRs and connected directly to the base stations, as well as the average spectral efficiency of all cells, 
cells serving macro users and MR, as well as cells serving macro users and train users directly. The 
results show that there is a large loss in spectral efficiency when serving train users through an MR, due 
to the half-duplex operation of the MR. As a result the spectral efficiency of the cell sites serving the MR 
is also lower than the average for all cell sites, and the cell sites serving train users directly.  
Figure 7-7 shows a CDF plot of user throughput for macro users throughout all cell sites, macro users in 
cell sites also serving train users directly, and macro users in cell sites also serving train users indirectly 
through MRs. There is a significant decrease in throughput of macro users that are located in cells serving 
train users, due to having to share resources. There is another significant drop in throughput for the macro 
users in these cells when the train users are served through MR compared to the case where the train users 
are connected directly to the base station. In this case, due to the half-duplex operation of the MR, train 
users when connected through the MR effectively take up two-time slots, thus further reducing the 
available resources for the normal macro users. The effect of half-duplex operation is again shown in 
Figure 7-6 which shows cell throughput for all cells, for cells serving train users through MRs, and cells 
serving train users directly. Cell throughput in cells serving train users is decreased compared to all cells 
in the layout, however it is reduced even more so in the case of serving users through MRs. 
 
Figure 7-8 shows the throughput of train users when connected directly to the network through a base 
station, train users when connected to MRs, and train users when connected to MRs that are cooperating. 
The throughputs of train users are calculated by sharing the backhaul bandwidth of a MR by the number 
of train users that MR is serving, e.g. the number of users inside the carriage. For the cooperating case 
throughput is calculated as the sum of the throughputs of all the backhaul links to the train, shared equally 
by all the users inside the train. In the case of cooperating, the users are train users are sharing resources 
in a fairer manner, and hence there is less variance in throughput. The results are very similar for the case 
of the train users being connected directly to the network and being connected through a MR. However 
the half-duplex operation increased the amount of resources required in this case, since the scheduler does 
not schedule resources in the TTI following a transmission to a MR.  
 

7.2.5 Conclusions and future work 
 
The initial simulation results of the high speed train scenario show that in the case of the chosen 
simulation parameters, the CCRS does not improve the throughput of users aboard the train. However 
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with cooperation, the CCRS does improve resource sharing at lower capacity for the train users, at the 
cost of the throughput of normal macro users in the cells the train is located in. Further research is needed 
to evaluate the potential system performance improvement provided by MRN concept. Simulator 
development now focuses on optimization of the backhaul MIMO-OFDMA link capacity, through link 
adaptation and scheduling.  Another future research topic is related to the full duplex operation with 
MRN. It would not be a fair assumption that the backhaul link is the capacity bottleneck if the MRN 
operation were full-duplex, as interference to train UE from macro eNBs would be significant. Simulator 
development underway includes modeling of the access link (MRN to train UE), which will allow for 
simulation of CCRS with full-duplex operation.  
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8. Concluding Remarks 
This document has discussed the latest findings within WP4 tasks where the following research iterms 
were carried out. First, an overview of self-organization networking (SON) techniques was given with a 
taxonomy and state-of-the art literature on interference management in the context of SO, distributed 
machine learning and RF front-end functionalities thereby laying the foundation of the proposed SON-
enabling techniques.  

Next, the architectural requirements of SON 3GPP & BeFEMTO HeNB were discussed in addition to a 
look into recent Release 10 additions to SON functions and the extension to interference management 
case. With respect to SON for interference minimization, the impacts of dominant interference conditions 
in the downlink when macro UEs are in close proximity of femtocells were assessed. Markedly, the 
BeFEMTO milestone of 8 bps/Hz average femtocell spectral efficiency was achieved in a macro/femto 
network equipped with 4x4 antennas MIMO spatial multiplexing mode.  

Furthermore, SON-enablers for interference minimization were examined as a means of minimizing the 
overall interference per resource block (RB) generated outside the femtocell coverage range while 
reducing the transmission power in each RB. Finally, spectral efficiency enhancement on the access link 
of outdoor fixed relay femtocells through SO of eNB antennas tilt was also investigated. 

With respect to SON for radio resource management, a set of innovative SON-enablers for radio resource 
management were presented. First, the SON paradigm of docitive learning was presented where a femto 
BS learns the interference control policy acquired by an already active neighboring femtocell, leading to 
significant energy saving during the startup and learning process. Second, femtocell-aided macrocell 
transmission is presented as a means of improving the performance of cell-edge macrocell users with a 
reward mechanisms using spectrum leasing for cooperative femtocells.  
Finally, interference coordination schemes in the spatial domain were analyzed and shown to improve the 
performance of UEs suffering from strong interference.  
With respect to SON for energy efficiency, an admission control and resource allocation scheme was 
proposed, aiming at balancing the energy usage by femto cell users between the signalling and the data 
transmission. Additionally, RF front-end functionalities for SON weree presented including an 
implementation of power control for downlink combining both open-loop and closed-loop.  

Last but not least, the BeFEMTO use of case of fixed and mobile femtocell relays within Task 4.4 was 
studied and preliminary results were provided for the case where the macrocell user is far away from the 
femtocell. First, full duplex transmission was studied in the context of full duplex femtocell relays in an 
indoor environment where the goal was to extend the coverage of indoor users.  

Therein, femtocells were reusing the macrocell uplink FDD band whose concept was also studied in 
Work Package 3 Task 3.2. As far as mobile femtocell relays are concerned, a set of preliminary results 
were provided for indoor passengers with a main emphasis on the in-band backhaul from donor eNodeB-
to moving relays. 

The research activities performed in this deliverable report lay the foundation for further activities toward 
the main focus of WP4, that is, innovative developments of self-organizing femtocell radio access.   
Finally, the following Table 8-1 summarizes the major innovations which are targeting the 8 bps/Hz. 
 

Table 8-1 Average spectral efficiencies of main contributions 

Innovations 
Average femtocell 
spectral efficiency  

[bps/Hz] 
SON MIMO based techniques for 

interference mitigation 
8 

Docitive networks 8 
spectrum leasing as an incentive for macro-

femtocell cooperation 
~6 

spatial and time domain based interference 
coordination in heteregenous networks 

7 

Energy aware self-organized networking 
enabled co-channel femtocell 

8 
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