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Executive Summary

The focus of BeFEMTO WP4 "Self-Organising Radio é&s for Networked, Mobile and Fixed Relay
Femtocells" is on Self-Organized Networks (SON)isTik the final deliverable covering and positianin
all the work performed within WP4 since the begmnbf the project. Part of this work has alreadgrbe
presented in D4.1 [34], D4.2 [16] and D4.3 [40] l#lso contains entirely novel contributions whitave
not been documented to date. The emphasis of ¢fiieedable is to present an overarching vision &#4/é
contribution to the academic and industrial SONitarape at large.

SON is mandated by the expected high number ansitgieaf femtocells and their unplanned deployment,
in order to keep deployment and management costs $elf-optimization of the radio access allows
reduction of interference, optimization of radiswarce allocation and reduction of energy requirgse
while at the same time minimizing the complexity reftwork management. This deliverable thus pays
particular emphasis to these elements and cohgnergsents WP4’s SON vision and contributions, Wwhic
are summarized in the following paragraphs.

The industry community’s and BeFEMTO’s SON vision & well as WP4’s positioning w.r.t said
visions is dealt with in Section 2First, the SON concept as defined by 3GPP and N@vicalled; then,
the BeFEMTO architecture for SON introduced in [&8]described. BeFEMTO'’s innovative algorithms
are mapped onto this architecture, including anosMpe on SON enablers and SON sub-functions.
Following NGMN/3GPP terminology, the SON algorithmsWP4 have been classified accordingltmal
algorithms', "distributed algorithms between eNBs and HeNBs", "distributed algorithms between HeNBs",

and 'centralized algorithms' [2], [10]. The “local” category does not requia@ air interface coordination;
the two "distributed" categories make use of arrfate for exchanging information between BSs,
extending the role of the X2 interface, as defime8GPP LTE Release 10; and the "centralized" categ
makes use of another BeFEMTO architecture innomatthe Local Femto Gateway (LFGW) which
enables powerful interference management schemeefworked femto-cells

The SON enablers and their functional characteristis are detailed in Section 3More specifically,
Section 3 describes the previously introduced fecelb automatic location determination, automatic
coverage estimation, biologically inspired netwssinchronization, RF front-end functionalities falfs
optimization such as power control, and NetworktdiisModule (NLM) enablers, which are revised to
facilitate a complete picture of the SON work coctgd within WP4.

The localised, distributed and centralised SON algithms are then detailed in Section 4Most of
these SON methods address the issue of interdelfénence coordination (ICIC) in femtocell netwsrk
where the aggressors usually are the small cetistlaen victims are the macro user equipments (MUES).
Some methods also address co-tier interferenceeleetfemto-cells and femto-cell users. The following
SON algorithms classification has been used, wisiethso in-line with 3GPP notation:

= In Section 4.1)ocal algorithms are proposed. Several algorithms de#l automatic
coverage control, and another one inspired fromfeetement learning (RL) addresses
the problem of cross-tier ICIC in femtocell netwsrk

= Section 4.2 describes the BeFEMT&tributed algorithms with coordination between
HeNBs and eNBs via an extended X2 interface. Thegresses mainly cross tier
interference as well as interference originatingnfrrelays, fixed or mobile femtos
considered as small cells.

Section 4.3 describes BeFEMT@istributed algorithms with coordination between
HeNBs via an X2 interface.
= Section 4.4 describes tkentralized algorithms.

The SON framework developed in BeFEMTO has madeificant step forward for facilitating large
scale networked femtocell rollouts. Latest standattbn activities also indicate that said work had will
have a significant impact onto the standardisdaodscape, in particular onto 3GPP.
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SE Spectral Efficiency

SGW Serving Gateway

SIC Successive Interference Cancellation

SINR Signal to Interference plus Noise Ratio

SIPTO Selected IP Traffic Offload

SO Self Organized

SON Self-Organising Network

SOR Successive Over-Relaxation

SO-RRIM Self-Organising Radio Resource and Interferencedgdament
SS Secondary Subband

TDOA Time Difference-Of-Arrival

TO BSOF Tilt Optimization through bio-mimetic SCaRnework
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TOA Time-Of-Arrival

TX Transmitter

UAA Uplink Adaptive Attenuation
UE User Equipment

UL Uplink

VCA Voltage Controlled Amplifier
VMUE Virtual MUE

WSN Wireless sensor networks
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1. Introduction

This final deliverable introduces the latest techhtontributions to the SON framework and alsatpnss
BeFEMTO WP4's work w.r.t. other cutting-edge SON@&lepments. The most promising component and
scenario agnostic developments related to advaR&d schemes and self-organised and self-optimised
femto solutions are described here, in order teratie community a viable and complete self-orgahis
technology suite. It includes integrated and omédi SON techniques for networked, mobile and fixed
relay femtos. In the following sections, we summarihe overall BeFEMTO philosophy and how WP4's
SON developments contribute to meeting the prigesiiestones and performance criteria.

1.1 Meeting BeFEMTO’s WP4 Vision & Goals

The core motivation of the BeFEMTO project is taque investigation into development and optimigatio
of indoor andoutdoor broadband femtocell technologies. The designeddesli technologies have to be
autonomously self-managingand provideopen and shared accessAs illustrated in Figure 1-1,
BeFEMTO’s WP4 vision comprises three major thenes,indoor networked femtocells, outdoor fixed
relay femtocell and outdoor mobile femtocell. Alese themes are considered in this document.

Macro Cellular Network

wefipr»>

b )))leed Relay Femto

«« b

e\
& i it X “‘q
[ il b =y a =
- o> — =
/i

' o

L

ta
DSL, ‘ cweh»»
Cable, . it VO S 4
FTTH, Z
FTTB i

Mobile Femto

Internet DSL, Cable,

FTTB, FTTH

Networked Femto

Figure 1-1: BeFEMTO WP4’s vision of broadband evoled femtocells.

With the indoor networked femtocells, BeFEMTO WP4 investigated advanced cooperative rseke
between femtocells installed in buildings such aspitals, offices or shopping malls. This approhak
gone far beyond any state-of-art femto technolayy @ffers new service provisioning for home, offared
enterprise environments, and, consequently, nevkehand business opportunities for service prosgider
From a technical perspective, networked femtoaatpuire novel concepts and algorithms with special
focus on resource and interference management, orletsynchronization, and architectural design
facilitating a tight integration into macro and ethinfrastructure networks. The networks of femlisce
could be formed by wired or wireless connections.

Mobile & relay outdoor femtocells are also novel and they provide broadband conngctio people
outdoors, walking or on the move using e.g. pubigmsports. Consequently, we have to cope with a
wireless backhaul link as opposed to the wireling Lsed for fixed or indoor stand-alone femto rede
Moreover, moving and relay femtocells have to gatty integrated into an overall heterogeneous agkw
deployment without jeopardizing macro network cayaand quality. This again requires to pay special
attention for instance to radio resource managemi@terference management, group-handover and
admission control techniques.
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From a technical point of view, the goal has beeadhieve a higkystem spectral efficiency of at least
8bps/Hz/cell (at a certain outage level) andr@aximum mean transmit power of less than 10mWw for
indoors femtos Figure 1-2 illustrates these objectives in corigmer to GSM and UMTS/LTE-based
cellular systems where spectral efficiency and b&tation output power values have been taken from
[21][85][86][87][88]. Furthermore, we have added @dicative range where most BeFEMTO WP4
contributions position themselves. The majorityS&N algorithms which are introduced and/or reviewed
in this document, clearly meet the requirement$.cahtributions strictly respect the power cap 68Bm

and — for those where a spectral efficiency tramslaand appropriate performance scaling has been
possible — meet the target of 8bps/Hz/cell at givetage levels.

b/s/Hz/Cell

101 BeFEMTO Target:
Spectral Efficiency =2 8

S0 MaxAveiaded QUpLE 3GPP Release 8 — BS Rated Output Power:
Power < 10 dBm
gL Wide area BS = No upper power limit
— Medium area BS < 38 dBm

Local area BS = 24 dBm
5.0 Home BS without MIMO < 20 dBm
Home BS with MIMO = 17 dBm

40—+
30 LTE-A Local Area BS H H LTE-A Medium Area BS
2.0 LTE Local Area BS H H LTE Medium Area BS
1.0—
I 3GPP Rel. 8 Home BS
@ GSM
] R
5 10 15 20 25 30 35 40 45 50 b5

BS Qutput Power [dBm]

Figure 1-2: lllustration of BeFEMTQ'’s targets in relation to 3GPP based cellular systems, as well

as the finally achieved efficiency of the exampleCGBN contribution of RL-SON.

1.2 Meeting BeFEMTQO’s WP4 Objectives & Challenges

To achieve the project’s vision and goals, theofelhg objectives have been successfully addressed o
the project duration:

04.1: Development of new algorithms to allow for accaratal-time estimation of geographic
location of femtocells and autonomous coveragemasion for all the scenarios — successfully
accomplished

04.2: Development of radio context aware learning meismas, in centralized and decentralized
fashion, and of network synchronization schemegettter with evaluation of implications on
system stability and on the time-scales of differparameters involved in self-organisation —
successfully accomplished.

04.3: Research on novel RRM solutions (interference meament, resource allocation,
scheduling, handover, admission control, flow coljttailored to the emerging paradigm of
networked femtocells — successfully accomplisfedtept for flow control which has not directly
been dealt with).

04.4: Enable integrated self-optimisation of radio asceshemes and parameters taking into
account the required signalling on the control plas well as the associated energy requirements
— successfully accomplished

04.5: Adaptation and further improvement of above altyons to the needs of fixed relay and
mobile femtocells — successfully accomplished
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To meet these objectives, the following challengege been dealt with:
= Interference Management. Assume that femto nodes operate in the same fregukand as
overlay networks such as macro or micro nodes. Themajor challenge is to cope with the
caused mutual interference. This is a serious protilecause femtocells are likely to be rolled out
in an unplanned manner, and, hence, without preraéied network layout. In order to ensure a
successful future deployment of femtocells, no emaivhich theme is considered, efficient
interference management by coordination betweencofeand overlay systems with less control
signalling overhead is of utmost importance. Irstbontext, self-organizing and self-optimizing
concepts play a significant role aiming for an eang fast network deployment and operation.
BeFEMTO envisages indoor positioning schemes amddfeell coverage estimation techniques as
well as other related information to be incorpodaie self-optimisation algorithms to improve
performance and, more importantly, stability of igien. By further including flexible transceiver
technologies with interference cancellation prapsrand coordinated multi-point technologies
into a cross-layer interference management, BeFEMm@sages a high scalability and flexibility
to handle efficiently wireless signals with veryelise Quality of Service (QoS) requirements in
order to meet the high spectrum efficiency tardeédhbps/Hz/cell (at a given outage level).
= Link and Access Management.Handover, admission control and, resource manageme
algorithms such as load balancing and flow contrabve to be designed to allow for a tight
interworking of femto nodes with overlay systemspécially the flat architecture of 3GPP
LTE/LTE-A mandates the implementation of distritdit@anagement concepts, e.g. across femto
and macro nodes, and it is a challenge to come itlpaptimal solutions requiring less control
signalling effort whilst meeting power efficiendyigh and diverse QoS constraints, as well as the
different time-variant channel conditions.
=  Dynamic Bandwidth Allocation and Sharing. Multi-operator band sharing for indoor standalone
femtocells is a challenging task to be addressexhagpproach to allow for efficient macro-femto
coexistence and enhance capacity. For instandexihlé allocation of a user being served by a
femto node which supports frequency bands in a iropkrator shared fashion allows for
assigning the user to the band that jeopardizesanagtwork transmissions at a minimum. This
also includes handling backhaul (aggregated tijaffitd user-specific signals simultaneously in
case of fixed/mobile relay femto nodes and netwabdieantocells, but also takes into account the
broader scope of jointly managing non-adjacent demgy bands allocated to mobile
communication systems by regulatory bodies.
A further tabulated summary of above challengestwtie SON algorithms exposed in this document, is
given in the conclusion of Section 5.

1.3 Organization of D4.4

The remainder of the document is organized asvallo

The industry community’s and BeFEMTO’s SON vision & well as WP4’s positioning w.r.t said
visions is dealt with in Section 2First, the SON concept as defined by 3GPP and NG@\ecalled; then,
the BeFEMTO architecture for SON [68] is descrilBdFEMTQO'’s innovative algorithms are mapped onto
this architecture, including a distinction betwe8®N enablers and SON sub-functions. Following
NGMN/3GPP terminology, the SON algorithms in WP4véabeen classified according tdocal
algorithms', "distributed algorithms between eNBs and HeNBs", "distributed algorithms between HeNBs",
and 'centralized algorithms' [2], [10]. The “local” category does not requiz@ air interface coordination;
the two "distributed" categories make use of arerfate for exchanging information between BSs,
extending the role of the X2 interface, as defireBGPP LTE Release 10; and the "centralized" caieg
makes use of another BeFEMTO architecture innomattbe Local Femto Gateway, which enables
powerful interference management schemes for né&tudiemto-cells

Section 3 details SON enablers and their functionatharacteristics. Notably, the previously introduced
femto-cell automatic location determination, auttimaoverage estimation, biologically inspired netiw
synchronization, RF front-end functionalities falfsoptimization such as power control, and Network
Listen Module enablers are revised to facilitateomplete picture of the SON work conducted within
WP4.

The localised, distributed and centralised SON algithms are then detailed in Section 4Most of
these algorithmic SON methods address the issir@etell interference coordination (ICIC) in fero@dl
networks, the aggressors generally being the so@ls and the victims the macro user equipments
(MUES); some methods also address co-tier intanferebetween femto-cells and femto-cell users. Hatw
follows is a more detailed description of the diffiet SON algorithms according to their classifioati
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= In Section 4.1)ocal algorithms are proposed. Several algorithms de#l automatic
coverage control, and another one inspired fromfeetement learning (RL) addresses
the problem of cross-tier ICIC in femtocell netwsrk

= Section 4.2 describes the BeFEM@@tributed algorithms, with coordination between
HeNBs and eNBs, via an extended X2 interface. ltresses mainly cross tier
interference, and also the specific issue of reliysd or mobile femtos viewed as small
cells.
Notably, Section 4.2.1 presents a coordinated bselection scheme: a victim MUE
sends its serving cell a request to be forwardesnt ¥2 to an interfering HeNB, asking it
not to use a certain precoding matrix, thus redudts interference level. The same
scheme can actually be also used in a cross #easo. In section 4.2.2, cell edge MUEs
leverage on the neighbouring small cells, estaibnlgsla device-to-device connection
whereby MUEs forward their traffic to the FUEs. deturn for its cooperation, each
macrocell user grants the FUE a fraction of itsestfpame as a reward mechanism.
Section 4.2.3 presents a cross-tier ICIC based twaming approach. Femtocells first
independently learn a policy which allows them émtcol their interference at potentially
close MUEs. Since the learning task takes timea a&gcond step femtocells can take
advantage of the policies already learnt by otherenexpert nodes (docitive approach).
Femtocells rely on some information from the maehosystem; assumed to be conveyed
over X2: In a scenario where an Outdoor Fixed Re{®FR) is interfered by
neighbouring macro cells, it is shown in SectioB.4l.that a SO optimization of eNB
antennas tilt leads to a Spectral Efficiency enkarent of the OFR access link. Section
4.2.5 deals with the issue of heterogeneous (wiiegless) backhaul capacity, in which
backhaul-aware cell selection is of utmost imparéarthrough which UEs autonomously
associate to the best cell taking account bothsacaed backhaul links. LTE Rel-10 is
focusing on fixed relays, while advanced relay sc®s like high speed train can become
quite popular. Thus, a mobile relay architecturdirst defined, enhancing that of LTE
Rel 10 (Section 4.2.6, and a contribution on coafd& moving relays, coping with a
limited capacity backhaul, is presented in Secfich?).

= Section 4.3 describes BeFEMT(istributed algorithms, with coordination between
HeNBs via an X2 interface.
Notably, in Section 4.3.1, it is shown that femtocells can evge much faster to the
optimal network operating point, at the cost offeuging information with neighbouring
femtocells. This is done through the X2 interfalceboth replication by dynamics and
fictitious play procedures, there is a need foiX@ninterface within the femtocell tier, in
addition to an X2 interface to gauge the interfeeecaused on the macrocell tier. In
Section 4.3.2, dealing with TDD mode, a downlinlafséormer design is proposed for
minimizing the total transmitted power of HeNBs jgab to fixed cross-tier interference
constraints and femto-UE specific SINR constraifslimited backhaul information
exchange is needed between HeNBs which can take pler X2 interface. In Section
4.3.3, co tier interference is managed by a nowelathic and autonomous subband
assignment method based on a modified graph colpualgorithm. HeNBs send
measurements from their users to the interferinghturs by an indicator on an X2
interface Section 4.3.4 is focused on a new collaborativevggousage among the
femtocell users that aims at enhancing the eneffigiemcy of the SON operation in a
distributed manner. Unlike conventional schemesesking only the power usage for the
data, power usage for the channel information faeklh has been also taken into
account. For this achievable benefit, the X2 irteefbetween femtocells is used. Section
4.3.5 considers a two-tier co—channel femtoceltsvork, where each femtocell shares
the radio spectrum with the overlaid macrocell. €aivan orthogonal channel deployment
between femtocells, achievable by low signallingrathe X2 interface, a new distributed
method for admission control and radio resourceduoling (RSS) that aims at enhancing
the ergodic sum capacity on the uplink of the feralis is proposed. The key of the
method is that it takes into account the energgeisar both the signalling and the data
transmission. The solution for the aggregated fetence problem from femtocells to
macrocells introduced in Section 4.3.6, is based dearning approach. A completely
autonomous solution based on Partially Observaldekbl/ Decision Process (POMDP)
is proposed, where femtocells estimate their impactthe macro user through
interpolation techniques.
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= Section 4.4 describes thentralized algorithms.
Notably, in Section 4.4.1, a centralized co tieteiference mitigation algorithm is
presented. Similar to Section 4.313eNBs define its interfering neighbours with théphe
of the measurement reports from the users. Heoentral controller, (LFGW) collects
the measurements. Then, the controller assignsasdisbby using a modified graph
colouring algorithm. In order to protect primarybdands, HeNBs send the assignment
information to the interfering neighbours via an Keerface. Section 4.4.2 proposes a
novel graph-based multi-cell scheduling framewook efficiently mitigate downlink
inter-cell interference in small cell OFDMA netwatkThis framework incorporates
adaptive graph-partitioning and utility optimizatioconcepts to address inter-cell
interference in two phases: both phases rely orirgh#éhe channel state information in
centralized manner via a Local femto Gateway (LFG\8gction 4.4.3 presents a
comparison between two interference mitigation algms, based on the concept of
"Ghost" femtocells. "Ghost" is a resource allocaig@aradigm that takes advantage of the
large amount of available spectrum vs. the low nemd§ users in a femto cell. It is both
a co-tier interference and a cross-tier interfeeestheme. For standalone femtos, HeNBs
selfishly attempt to maximize the spectrum reusendtworked femtos, first a distributed
method for estimating how neighbouring HeNBs affsmth other transmission reliability
is introduced. Then, the LFGW uses this informatiorocally coordinate the access of
neighbouring femtocells and manage the frequenagereamongst nearby HeNBs. A
distributed version ofGhostyr, where signalling and computation costs are shared
amongst neighbouring HeNBs over the X2 interfacenade feasible. However, this
solution results in higher overhead and latency.Skction 4.4.4, a HetNet-based
centralized power setting algorithm for femtocdlisters is introduced, which makes use
of a linear programming framework. The method eitplthe LFGW, which coordinates
co-located femtocell measurements/actions and mperfohe linear programming
resolution. An iterative distributed implementatia®m also possible. This algorithm
encompasses the possibility to automatically switifhthe most disturbing femtocells
under SON operation.

In summary, the SON framework developed in BeFEMM& made a significant step forward for
facilitating large scale networked femtocell rolleuLatest standardisation activities also indichtg said
work has and will have a significant impact onte gtandardisation landscape, notably 3GPP.
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2. Classification of SON Algorithms

This section is dedicated to a sufficiently dethitdassification of SON algorithms. It commenceshvd
review of the SON architecture in general as wall BeFEMTO's elaboration thereupon. We then
summarize the current status of SON developmeradnlynin NGMN and 3GPP, and assess the impact
BeFEMTO (notably WP4) has on said standards bodies.

2.1 SON Taxonomy and Architecture

2.1.1 3GPP & NGMN SON Taxonomy

Self-organizing networks (SON) refer to an operaigprinciple in which various elements of a netkwor
configure and adapt themselves to meet given dpgraonditions. SON is carving out an important
operational niche in two directions: First, it istamating what used to be purely manual procesdesie

it aims to reduce manual intervention for deploytrgavings and automate repetitive processes. Tlypica
examples are automatic planning & self-configurati8econd, it is able to execute actions which were
previously too fast or too complex to be handledabyuman. The aim is to improve run-time operation
based on real-time data and automate optimizatianitical network elements. Typical examples agH-s
optimization & self-healing.

SON is clearly within the realm of automation, heee is not new but rather a further evolution of
previous automation efforts. It is based on théofeihg important elements: “autonomous”, “distriedt,
“intelligent/cognitive” and “optimality”. Hence, SO approaches may differ substantially and network
engineering should be striving for a (close to)impt solution. The important constituents of a SGdle

are depicted in the figure below, where we canrbledistinguish elements of automated planningf sel
configuration, self optimization and self healing.

Planning

Deployment

Optimisation/

Maintenance

Figure 2-1: SON functional overview, composed of domated planning, configuration, optimization
and healing.

As per NGNM and 3GPP, SON has the following lewélexecution:

U localised autonomous SON execution based on purely lodafrimtion at (H)eNB &
UE;

distributed: autonomous SON execution based on informationhaxged with
neighbouring (H)eNB (eg via X2 interface);

centralized: decision taking based on (fairly complete) systarformation (eg at
NM/DM levels); and

hybrid: any mixture of above.

O 0O O

The different execution levels are visually depicie Figure 2-2, where the left figure shows theonf a
management point of view and the right one fronop@rational point of view.
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Figure 2-2: Different SON execution levels: manageemt point of view (left) and operational point of
view (right).

A Key Performance Indicator (KPI) for centralize®I$ algorithms is the timing, in 3GPP language
referred to as collection interval. The followingses can be distinguished:

O Collection Interval: time period during which statistics and data alected, which is
limited by vendor’s OAM bandwidth; typical 5min€i.not at scheduling level!)

O Analysis Interval: time period needed to draw decision; typically sele&ollection
intervals (filtering effect by considering alsoqridata history)

U Change Interval: time period between executing the changes in theank; typically
limited by system’s operational constraints

Centralized, distributed and localized approachadet important performance indicators. For instaace
centralized approach requires an enormous amouimfarination to be exchanged and is very prone to
“single point of failure”. Therefore, it is typidgl only used for trans-network issues, such as- self
configuration, global load balancing, etc. On thieeo end of the spectrum, there is the localizgur@gech
which only takes and acts upon local informatiod &nthus very fast. It is typically used for schieds. In
between both, there is the distributed approacleravtinformation exchange is only with neighbouring
stations. This approach trades both centralizedpamely localized approaches and is often usedofal
load balancing. This is depicted in Figure 2-3.

faster & less rone to ”sinle oint of failure”

info from number of cells/RATs

Centralised Distributed Localised

multiple cells
IongIT.F;rr;slalislics normally ca.2 cells s RAM

|| OAM |_Lisos 0 || smallimpact on ncells
Hags < . short term statistics
multi-vendor/multi- multi-vendor (X2)
RAT
S — S — —
e — T —  {—
self-configuration handover opt. scheduler opt

| coverage optimisation ~ load balancing = Link adapt. opt
(load balancing) RACH opt RACH opt
—_— —_— R,

Figure 2-3: Important trade-off between centralized distributed and localized SON approaches.

2.1.2 BeFEMTO SON Architecture

BeFEMTO has had a major contribution to the SONnfrevork at large, as well as to that initiated by
3GPP. Reference [68] highlights the various contiins made by the project.
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A first enhancement can be found in the BeFEMTO b Packet System (EPS) architecture, which
builds upon 3GPP’s Rel-10 EPS architecture andnestét in several aspects. Figure 2-4 provides a
graphical overview of the functional entities oisthrchitecture as well as the interfaces betwkemt

PCRF D mandatory function

1
1 i optional function

D Standard Function
D Function enhanced by BeFEMTO

D Function introduced by BeFEMTO

—— Standard Interface

Interface enhanced or
introduced by BeFEMTO

(OMA-DM)

Oper

Custc

Figure 2-4: BeFEMTO EPS Architecture with functional entities and interfaces enhanced or newly
introduced by BeFEMTO highlighted.

The full description of all functionalities can Beund in [68]. In the sequel are given only tholsat tare
relevant to BeFEMTO SON algorithmBonor eNB is a key component for outdotiked and moving
relays femto cells, so ikocal Femtocell GateWayfor centralized algorithms@ndenhanced X2 interface,
for distributed algorithms.

=  (Donor) evolved NodeB ((D)eNB) (enhanced)his functional entity is part of the E-UTRAN

and terminates the radio interface from the UE (flieinterface) on the mobile network side. It
includes radio bearer control, radio admission mdrand scheduling and radio resource allocation
for both uplink and downlink. The eNB is also respible for the transfer of paging messages to
the UEs and header compression and encryptioneofigkr data. eNBs are interconnected by the
X2 interface and connected to the MME and the S-BWhe S1-MME and the S1-U interface,
respectively. An eNB is called a Donor eNB if itntals one or more relays: in this case S1/X2
proxy functionalities, PGW/SGW functions for relapde and Un interface are supported in
addition [43]. In the BeFEMTO architecture, (D)eN&schange additional information with other
network entities ((D)eNBs, HeNBs, etc.) to impraeglio-resource and interference management
and self-optimization.

= Local Femtocell GateWay (LFGW) (new):The LFGW is a functional entity deployed optiogall
within a femtocell network, specifically within aigstomer premise. Similar to a HeNB GW, it can
serve as a concentrator for S1 interfaces and Isansarve as a local mobility anchor, a local
mobility control entity and central local breakaqgint for Local IP Access (LIPA) and Selected
IP Traffic Offload (SIPTO) with support for femtdfemto and femt& macro mobility. It further
supports local routing and load balancing and nwyaa a HeNB controller for centralized Radio
Resource and Interference Management support.

= HeNB Management System (HeMS) (enhanced)fhe HeMS assumes either the role of an
initial HeMS (optional) or of a serving HeMS. Thatial HeMS may be used to perform identity
and location verification of a HeNB and assigns dbpropriate serving HeMS, security gateway
and HeNB-GW or MME to the HeNB. The serving HeM$puorts identity verification of the
HeNB and may also support HeNB-GW or MME discoveFypically, the serving HeMS is
located inside the operator's secure network doraaich the address of the serving HeMS is
provided to the HeNB via the initial HeMSn the BeFEMTO EPS, the HeMS needs
enhancements for supporting the new LFGW elemegitfer providing the key material allowing
the LFGW to be inserted into the S1 interface deddcal management policies.
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Relay (enhanced):A relay is a node that is wirelessly connected tbeNB and relays traffic
from UEs to and from that DeNB. The relay can lelhon its own as is the case in LTE Rel-10
or a node that only supports a reduced protocakstd an eNB.Femtocell relays have been
enhanced by a full duplexing transmission schemewliich they can transmit and receive
simultaneously [40].

= Mobile Relay (new): A mobile relay is a relay that additionally supgsamobility between DeNBs
(see [40] for detalils).

= X2 (enhanced) The X2 interface logically connects eNB:NB, open access HeNBHeNB and
closed access HeNBHeNB with the same access group to each othes & point-to-point
interface that supports seamless mobility, load iatefference management as defined in LTE
Rel-10 andenhancements thereof introduced by BeFEMTO, e.g. fdhe use with novel SON
algorithms or between mobile relays mounted on trais (i.e. moving in a group)

A second contribution to architecture is describedrigure 2-5 (see [68])., of which. the right haside
describes the radio part.

BeFEMTO has introduced functions (SON enablers)chviare understood to enable SON functionalities
and which are dealt with in some greater detailsubsequent sections. These functionalities, alwitiy
real-time and non-real-time information from thestgyn, aid the core SON functionalities for improved
radio resource and interference management. Thetser [functionalities are included in the Self-
Optimising Radio Resource and Interference Managéif®0-RRIM) functional block that optimizes the
radio resource usage within and between (H)eNBs.

o LYY
PHY | RF |

S1/X2/Type1C/Rt/Lm interfaces Uu/ Un interfaces

Management
Functions T T T T T T T T m T oo mommo—o—m—-momo-oes \
! SON Enablers '
Performance -
Mamt i — Coverage Network H
, g Estimation Sync '
A ’
Fault Diagnosis |  TTTTTIIR Tttt T
Probe Rttt taiataiatataiadal \
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Figure 2-5: BeFEMTO's layered architecture with theadditions and SON building blocks clearly
highlighted.

Above described layered and protocol architectigeimportant for understanding the operational
functionalities of the developed SON enablers amdttions.

2.1.2.1 BeFEMTO SON Enablers

As for the SON enablers, BeFEMTO has made sigmficantributions, with more information given in
Section 3. As shown in Figure 2-5, the Network MoniModule (NMM) supported by advanced RF
functionalities plays a central role since it faaties both the SON enablers as well as SON suttituns.
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2.1.2.1.1 Canonical Basis Elements

Therefore, the basifor below enablers and subfunctions as well as $@idtions dealt with throughout
this document is the NMM which in turn is dependemtadvanced RF functionalities:

NMM (Network Monitor Module) also called NLM (Network Listen Module), or SniffeFhe
Sniffer Module is a real-time system that continslgwcaptures/monitors data or signals passing
through the network. It is a useful tool whose mieasients can be used in SON techniques to
adapt the transmitting power taking into accouterfierence to other users and systems.

RF Front-End Functionalities for Self-Optimization. The power control in the transmitter's RF
chain, using an open/closed power loop block schextews to follow changes of the desired
transmitted power as well as to recover from pdsgiower failures of other components in the
RF transmitter chain.

2.1.2.1.2 SON Enablers
The enablerare functions which facilitate subsequent SON fiams and sub-functions:

Automatic Location Determination of Femto BS & MS. The main problem and motivator is

that HeNBs are placed by customers and that Feratw Bquipments (FUES) move, yielding to
uncertainty & dynamicity. In addition, the real-gnmocation of HeNBs and associated FUEs is
needed for

a. emergency situations (E911/E112),
b. verification of licensed spectrum use,
c. enabler for Radio Resource Management (RRM) & S@drithms. .

Automatic Coverage Estimation.The main problem and motivator for this enablehat current
radio network planning is mainly static based owedtests. Furthermore, to limit interference to
the macro cell and optimize femto RRM, autonomouosecage estimation is vital. Finally,
currently used methods are inefficient (DownlinkLjD— macro interference, UpLink (UL)»>
femto dynamic range limit).

Biologically Inspired Network Synchronization. The main problem is that accurate femto-
femto & femto-macro network synchronization is ne@dor RRM and interference. Known
algorithms (IEEE1588, NTP, sniffing, GPS) all hamrtcomings in the context of femto cell.

2.1.2.2 SON Sub-Functions

The _sub-functionsunderstood to be SON sub-algorithms which arersomto numerous SON algorithms
in the system, are as follows:

(enhanced) Inter-Cell Interference Coordination ((¢ICIC): ICIC has the task to manage radio
resources such that inter-cell interference is keyter control. ICIC is inherently a multi-cell

RRM function that needs to take into account infation from multiple cells. Enhanced ICIC

extends this to heterogeneous networks, e.g. iAlRehitially for non-carrier aggregation (CA)

based LTE deployments only.

Energy Saving (ES): This function allows optimising the energy constiop enabling the
possibility for a cell providing additional capagitto be switched off when its capacity is no
longer needed and to be re-activated when needed.

Centralised Power Setting (CPSYnew): This function enables the possibility focall to be
switched off which creates too much interferenceomagna set of cells controlled by the Local
Femto Gateway (LFGW). This is done as per LFGWaation until the LFGW requests the cell
to re-evaluate its contribution based on measur&meerformed by the cell’'s NMM or until the
LFGW re-evaluates itself the interference situatimmsed on the feedback of measurements
performed by the NMM of all or a set of controlledlls. LFGW is a new entity, introduced by
BeFEMTO, as a part of EPS Architecture, describedUf ! Source du renvoi introuvable..

Automatic Neighbour Relation (ANR) Function: The ANR Function detects, adds and removes
neighbour cells and manages a neighbour relatible @mutomatically. This can then be used to
establish X2 connections to peer (H)eNBs, execw@rdbavers over X2 and update the UE
measurement configuration.
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Mobility Control (MC ): controls mobility of users in connected and idled®. Idle mode is
controlled by setting cell reselection parametarsthiie correct values (thresholds etc.). In
connected mode this function is responsible foridieg when and to which cell the handover
procedure should be triggered. Handover decisiorsy he based on UE and (H)eNB
measurements, neighbour cell load (see MLB), oadldl (traffic distribution, transport and
hardware resources) and operator defined polidike. actual handover execution is handled in
RRC and S1/X2.

= QoS Parameter Optimisation (QOS_F)The QOS_F covers different optimisation targetgctvh
affect the efficient support of QoS in RRM. Theiopsation can include (but is not restricted to)
admission control parameters, scheduler parametetiser MAC/RRM parameters, like
retransmission configuration and congestion corapdimisation.

= Minimization of Drive Testing (MDT): MDT includes the automatic collection of UE
measurements and the logging of data that candwuttosreplace manual drive testing to evaluate
the network performance per physical location BrteSource du renvoi introuvable.Erreur !
Source du renvoi introuvable.. One distinguisheswbeen Immediate MDT by UEs in
CONNECTED state and Logged MDT by UEs in IDLE motiethe latter case, measurements
are collected and reported in a batch manner teMigat a later point in time

= Capacity and Coverage Optimisation (CCO):This function handles the coverage and capacity
optimization. It enables automatic/intelligent adjuent of the coverage based on inputs from
Coverage Estimation, UE, PHY and NMM and optimisepacity, for example of control
channels, based on UE measurement feedback anly lacailable information

= Mobility Load Balancing (MLB) / Load Balancing (LB_F) Optimization: The objective of
load balancing is to distribute cell load evenlyosum cells or to transfer part of the traffic to eth
cells such that radio resources remain highly aetdi and the QoS of in-progress sessions are
maintained and call dropping is kept sufficientigadl. This is done by means of self-optimisation
of mobility parameters or handover actions. It dtsdudes setting of cell reselection mode for
idle mode load balancing

With the SON architecture and its enablers clatifize are now able to introduce the BeFEMTO WP4
SON enablers and algorithms.

2.2 WP4 SON enablers
The following SON enablers have been introduce8&®yEMTO, and are described in detail in Section 3.

Automatic Location Determination of Femto BS & MS.

Traditional location techniques via GNSS or maclacengulation do not work for all HeNBs, espdtya
those located in deep indoor. Therefore, we haveikeebon a maximum likelihood relative positioning
algorithm w.r.t. prior localised HeNBs with acceaesGNSS/macrocell (Section 3.1). It has the follogvi
characteristics: medium complexity, scalable in hanof reference as well as query points, mearr efrro
1.4m, no use of X2 interface.

Automatic Coverage Estimation.

To obtain an accurate coverage estimation, we ldx@duced in Section 3.2, the Autonomous Coverage
Estimation (RACE) algorithm which is based on ReediSignal Received Power (RSRP) and geographic
location, vyielding the desired coverage bins. Famtiore, we introduced the Automatic Boundary
Estimation (ABE) algorithm, which is a smoothing thie RACE bins, using a best cell classification
method. It yields the following characteristicswlacomplexity, scalable, mean errer f(bin size &
positioning algorithm).

Biologically Inspired Network Synchronization., Distributed biologically inspired firefly algohms
have been known but not applied to sparse femtts.cBeFEMTO has developed a mathematical
description by the theory of coupled oscillatordyich is based on fire-flies. We have facilitatee th
exchange of synchronization words between femtbesdities, such that the internal clocks are adgis
based on the timing of received synchronizationdsoit yields the following technical charactedsti
(which had been dealt with in much greater defaili84]): low complexity, scalable, quick convergen

no X2 required (downlink synchronization).
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2.3 Classification of WP4 SON Algorithms

As explained in Section 2.1, 3GPP and NGMN clasSfyN algorithms according to their level of
coordination. they imply:
= those which do not need any coordination, are cbitexal”" or "stand-alone";
= those coined "distributed" need some informatiobd@cexchanged between HeNBs and eNB (in a
yet non-standardised fashion), or between HeNBghenX2 interface; in this latter case, as
mentioned in Section 2.1, the X2 interface is ewkdnin order to allow for exchange of
information beyond what is presently standardised;
= those algorithms coined "centralized" rely on théstence of a gateway, which has access to
parameters or even data, concerning an entireeclaftHHeNBs.
Following 3GPP’s and NGMN'’s taxonomy [2], [10], wew proceed by introducing the SON algorithms
developed within WP4 for each of the categories.

2.3.1 Local SON Algorithms

Local SON algorithms refer to the case of no X2aorinterface coordination. Femtocell networks are
poised to take the overall network spectral efficieto a whole new level. This requires that lowvpo
radio access points must be equipped with selfrizgtion capabilities, in which they constantly sethe
environment, and take autonomous decisions relgingsimple feedback (from the environment). The
emphasis is on decentralized and location-awarfeosghnized femtocell networks, which do not use th
X2 interface to exchange information or coordirtaa@smissions.

Automatic Coverage Control

Three main methods for downlink coverage contr@sdal on the control of the transmitted power
transmitted by the femtocell are presented in 8rctil.1, namely

- Network Listen, The femtocell power is configured to produce aimum received power for a
potential user at a distance r placed between tierauell and femtocell. Calculations are based
on simple path loss ,models

- Mobile Assisted Range Tuningis based on satistics of registrations with thentéeell
performed by alien users over a certain period, @anlink channel quality reports obtained
from home mobiles.

- Active Macro Mobile Protection. This method gives better results than alwaysstratting with
low power because it only sacrifices femtocell gage when a macro user is detected

As to the uplink coverage, it may be paradoxicaipacted when the mobile is very close to the HeNB,
because the power control reaches its minimum yalhée the HeNB receiver gets saturated. A sofutio
is to activate a signal attenuator at the recemteznever it gets saturated.

Coverages for all these methods are compared mialaiions. Note that none of these methods neeéssit
vcommunications with other femto or macro cells.

Self-Organizing Interference Management Techniquefor Femtocell Networks

The local algorithm proposed in Section 4.1.2 gpired from reinforcement learning (RL) which hasb
gaining a significant momentum with the adventrofd cells and heterogeneous networks. RL is seen a
practical, robust and local solution allowing fegetls to self-organize in a decentralized mannar. |
addition, RL has a number of properties that algerators to gauge the network performance gaias in
proactive manner rather than reacting to the capaniinch. Therefore, RL is well-suited to investig the
problem of intercell interference coordination (@}lunder all its forms (time-domain, frequency-dima
and spatial domains). The focus is on user-depldgeatocell networks, where the aggressors are the
femtocells and the victims are macro UEs. During $knsing phase, femtocells need to learn theg-lon
term performance by testing a number of transmisstoategies (power level, frequency carrier €ktjs

is an iterative process, which is repeated untiiveogence is reached. In addition, a femtocell can
simultaneously learn its own utility metric (whi¢h a function of other femtocells in the networkhd
optimize its transmission strategy. The questiostalte is “how to optimally self-organize in dersseall
cells?” In the sensing phase, the femtocells lg¢bair long-term performance by testing a number of
transmission strategies (power level, frequencyieraetc), where at every time instanfemtocells build a
probability distribution function which is based tme history of the applied actions/strategies apT.
Using a decision making function and history acclation, femtocells can infer on what is the best
strategy at timet+1. This process continues until reaching convergefitere are a number of nice
properties that are worth noting: by chosing a l@egsing phase, femtocells will learn their longrte
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performance that is robust in nature to channekramties and network dynamics (the femtocells are
oblivious to who is present in the network). Asdsabove, a femtocell can also simultaneously lé&rn
own utility metric and optimize its transmissiomaségy thanks to the so-called two-time scale dyoam
where the utility estimation process is faster tti@probability distribution optimization.

2.3.2 Distributed SON Algorithms (global)

Distributed SON refers to the case of X2 and/oirdérface coordination between BeFemto APs and.eNB
The global notion indicates that exchange is betwieeNBs and MeNBs. As explained in Section 2.1, the
X2 interface, according to LTE Release 10, allowms information exchange between eNBs, between
open access HeNBs and between closed access HellBshe same access group. BeFEMTO has
extended its scope in order to allow informatiorchleange between eNBs and HeNBS. New algorithms
protecting macro users from interference generayefed mto cells/femto users can thus be developed.

The Spatial Domain based Interference Coordinatiorschemeof Section 4.2.1 aims to coordinate beams
in neighbour cells so that beam collisions betwaegrby cell-edge users can be avoided and, heigp&l S

to Interference plus Noise Ratio (SINR) for celbeduser can be improved. The coordination is based
feedback from UEs including not only CQI, Rank kator (RI) and Precoding Matrix Indicator (PMI),tbu
also different types of additional messages to stipthe cooperation. These messages are exchanged
between base stations (here HeNBs and eNB) ov¥Ranterface. This algorithm is an extension of K&IC

in LTE Rel-10 since it applies time-domain restdos in a frequency-domain subband and not for the
entire bandwidth as elCIC does.

In Spectrum Leasing as an Incentive for Macro-Femtocktooperation in the UL, proposed in Section
4.2.2, cell edge MUEs leverage on the neighbousimgll cells in which a device-to-device connecti®n
established whereby MUEs forward their traffic tee tFUEs, who serve as an aggregator. Since the
proposed solution is based on mutual cooperatibifssFwill not systematically help the MUESs, unlelse t
macrocell rewards them in the form of a free reseuiThis is akin to the time-domain ICIC solution i
3GPP. In terms of implementation, the X2 interfacased to coordinate the transmissions from MUEs t
FUEs. In addition, the coordination among the feralicand the macrocells can be carried out usiag<th
interface.

Interference control based on decentralized onlinéarning is a solution for the aggregated interference
problem from femtocells to macrocells based onaanieg approach and is presented in Section 4123.
first shown that femtocells are able to indepengelaiarn a policy which allows them to control thei
interference at potentially close MUESs. Since tharihing task takes time, as a second stepldledive
approach is introduced where femtocells can takestdge of the policies already learnt by otheremor
expert nodes. For the femtocells to be aware ofdihgation at the macrocell system, they rely on
information from the macrocell system which is ased to be conveyed through an X2 interface between
macrocells and femtocells

The scope of Section 4.2.4 is focused on Spectifdidhcy (SE) enhancement on the access link of
Outdoor Fixed Relay femtocells (OFR) througglf-Organization (SO) of eNB antennas tiltHere, a Tilt
Optimization through bio-mimetic SO Framework (TG®F) is proposed in a distributed and self-
organizing manner that provides near-optimal penforce. The main advantage of TO-BSOF is that it
does not have heavy signalling overheads assoawdthedt. A negligible amount of signalling amoniget
sectors is required to determine the location oR&F his signalling can be done through X2 intexfand
needs to be done only when the location of an GFfhanged.

Section 4.2.5 is dedicated Relays and Backhauling A decentralized algorithm is proposed that allows
MUEs to optimize their cell edge performance thtougpordination between macro and femtocells,
through an X2 interface. Backhaul-aware cell s@eds of utmost importance, in which the backhaant

is instrumental in designing an optimal cell asation at the UE side. In detail, the MUE splits its
transmitted signal into a coarse and a fine messagewhich the coarse is intended to the macre bas
stations whereas the fine is to be decoded by yeanall cell. Subsequently, the small cell desotthe
signal and relays it to the macrocell over a hgteneous backhaul. Since wired and wireless backhaul
exhibit a number of tradeoffs, it is important thhe decentralized algorithm is backhaul-aware. The
proposed approach is shown to outperform the dakand uncoordinated approach in which the snedll c
and the macrocell operate independently.

Another stream of innovation in BeFEMTO deals witbbile relays viewed as small cells needing over-
the-air coordination with the macro base statiomébile relay architecture is first defined, entiagahat
of LTE Rel 10, then, a contribution on cooperativeving relays, coping with a limited capacity baakh
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is presented. Thenobile relay architecture extends the static work to the mobile cas€E Rel-10 is
focusing on fixed relays introduced mainly for cage purposes, whereby the coverage of an eNB is
extended by the introduction of a relay node, whigpresents an eNB with wireless backhaul. In otder
support advanced relay scenarios, e.g. high spaat tit is important to extend the existing LTEIRO
relay architecture towards mobility. Efficient sapp of group handover is also required. Several
enhancements of the LTE Rel-10 relay architecttedravestigated in Section 4.2.6 including the ciixbe

of the mobility anchor point for the relay and tbe UE. Also handover procedures for moving rekangs
investigated.

System level simulations results for moving relay edes in which the backhaul is the bottleneck, are
presented in Section 4.2.7. An enhanced versioX2is needed to coordinate the various distributed
transceivers on top of the train. This work is pnatary in that it provides results for the caseevéh
coordination is assumed to be perfect inside tha tcompartments. For future work, prediction-based
RRM schemes will be developed in which leveraging hostory and context information, UEs will
seamlessly receive their QoS requirements.

2.3.3 Distributed SON Algorithms (local)

Distributed SON refers to the case of X2 and/oirg&rface coordination between BeFemto accessoin
(APs). The local notion indicates that exchangerily between HeNBs. BeFEMTO has also envisioned
enhancements on X2 in order to allow smooth infdianeexchange between BeFemto HeNBs.

In Section 4.3.1, a tradeoff is analysed betwksamning with local information and with information
exchange among femtocells. In other words, fem®aan converge much faster to the optimal network
operating point at the cost of exchanging infororativith neighbouring femtocells. This is done thgbu
the X2 interface. In the case of Q-learning thara ineed for an X2 interface between the macrotfaand
femtocell tier in which the femtocell knows how rhuaterference it causes onto the macrocell tier.

In Section 4.3.2, alecentralized downlink beamformer design is proposed for minimizing the total
transmitted power of coordinated HeNBs subjectixed cross-tier interference constraints and febhfo-
specific SINR constraints. The proposed minimum @otyeamformer design relies on limited backhaul
information exchange between coordinated HeNBs avineal valued HeNB specific co-tier interference
terms are solely exchanged. Coordination betweétB3ecan be handled via X2.

In Section 4.3.3, a novelynamic and autonomous subband assignmeiDASA) method is investigated
that is particularly well suited for decentralizadteless networks where subbands are assignedbgnly
HeNBs in a distributed way, using a modified graplouring algorithm. HeNBs send measurements from
their users to the interfering neighbours by aniciar on an X2 interfaceThe proposed method is
designed such that the interference protection duescoincide with an intolerable reduction in the
attainable spatial reuse of radio resources.

Section 4.3.4, is focussed on a collaborative paysaige that aims at enhancing the effective eneogly

by the self-organization networking (SON) operatigplied to femtocell users. Here, the aggregateepo
usage of the OFDMA based femtocell is developedrmnlyzing theeffective battery power usagédefore

the power amplifier by the users. Unlike convergloschemes addressing only the power usage for the
data, effective battery power usage for the chamfermation feedbacks has been taken into account.
Given this additional power usage, the effectivavgo requirement for the self-organization of the
interference requirement has been analyzed. Aaugigdiit has been identified that in the contexttlod
SON interference management, the proper signatiimghe effective power control between femtocell
users can enhance the energy efficiency. For thigaable benefit, the X2 interface between fenitsce
can be used to ensure that the concerned femtaoatiage the interference towards the known incumben
receiver.

In Section 4.3.5, we consider a co-channel femlicsbaring the spectrum with the overlaid macracale
design a generic energy usage model in such a atyemnergy usageby femto cell userat both the
signalling and the data phasesis taken into consideration. We consider the atmal channel
deployment between femtocells, each having themX@&face with neighbouring femtocells. Over the X2
interface, it is assumed that medium or large-scatgext information including the range of the ctpem

per FBS, the number of FUEs available, and the snengy budget can been exchanged. Thus, the ergodic
sum capacity is enhanced.

The solution for theaggregated interference problem from femtocells tanacrocells introduced in
Section 4.3.6 is based on a learning approach. Menvé relies on information from the macrocelssym
which is assumed to be conveyed through an X2faterbetween macrocells and femtocells. Since this
X2 interface has not been yet standardized by 3@RRropose here a completely autonomous solution
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based on partially observable Markov decision psecéPOMDFR, where femtocells (exchanging
information only among each other) estimate theipact in the macro user through interpolation
techniques.

2.3.4 Centralized SON Algorithms

In Section 4.4.1 a centralized interference mitaratalgorithm between femtocells is presented.his t
algorithm, we assume that there is a central cbetr@a Local femto gateway (LFGW)). HeNBs defife t
interfering neighbours with the help of the meamant reports from the users. Then, the HeNBs demd t
IDs of the interfering neighbours to the centrahtcoller and the controller assigns subbands bggusi
modified graph colouring algorithm. The central toher sends the updated subband assignment (prima
subbands) to the HeNBs. In order to protect prinsatybands, HeNBs send the assignment information to
the interfering neighbours via an X2 interface.

In Section 4.4.2, a novgraph-based multi-cell scheduling framework to efftiently mitigate downlink
inter-cell interference in small cell OFDMA networks is proposed. Thisnfrework incorporates adaptive
graph-partitioning and utility optimization concepb address inter-cell interference in two phagesfirst
phase involves a locally-centralized graph-baseericell Interference Coordination (ICIC) mechanitm
mitigate ICI in dense small-cell deployments. Sujpemtly, the second phase provides a channel-aware
resource allocation policy targeting the optimiaatiof the system performance. Both phases rely on
sharing the channel state information in centrdlim@nner via a LFGW.

Section 4.4.3 presents a comparison between tworitdmns, which rely on the concept t&Ghost"
femtocells The "Ghost" paradigm focuses on interference gaiitbn techniques based on resource
allocation management. More precisely, it conceéesraon both co-tier interference and cross-tier
interference in LTE downlink scenarios. The twoesnles exploit such an approach in residential Stand-
Alone and Networked enterprise Femtocell deploymeaspectively. Irthe first algorithm, referred to as
Ghostspr, HENBs are not able to cooperatively mitigate femerated interference and they selfishly
attempt to maximize the spectrum reuse. In thersksoheme, named &hostyr, a distributed method for
estimating how neighbouring HeNBs affect each ottersmission reliability is first introduced. Thehe
LFGW uses this information to locally coordinate taccess of neighbouring femtocells and manage the
frequency reuse amongst nearby HeNBs. A distributedsion of Ghostye, where signalling and
computation costs are shared amongst neighbourgigBd over the X2 interface, is feasible. However,
this solution would result in higher overhead aatghcy.

In Section 4.4.4, a HetNet-based centralized paetting algorithm for femtocell clusters is intraed,
which makes use of a linear programming framewdrke method is supported by the BeFEMTO
architecture and specifically exploits the LFGW, ieth will coordinate co-located femtocell
measurements/actions and perform the linear pramiag resolution. Compared to the traditional
distributed approach, this centralized power sgtafgorithm allows significant macrocell and fernstc
outage reductions which are more pronounced in yhdamtocell deployments. The algorithm in its
centralised (LFGW as coordinator and solver) oratfee distributed (LFGW as coordinator only)
implementation encompasses the possibility to aatmally switch-off the most disturbing femtoceitsa
pure SON fashion enabling an easier deploymentaraerall network performance.

2.3.5 Summary of SON Algorithms

Table 2-1 summarises above taxonomy and classdicatt is evident that BeFEMTO WP4 has
significantly advanced the state of the art in the various emientts of distributed SON algorithms.
Within this category of distributed SON, most aitfuns are applicable to the case of networked femto
but algorithms for the relay and mobile femto chaee also been proposed.

Table 2-1: BeFEMTO algorithms classification.

Local Distributed Distributed Centralized
HeNB/eNB HeNB
Reinforcement learning X
Spatial Domain based Interference X

Coordination

Spectrum leasing

X
Decentralized online learning X
Self-Optimization of Antenna Tilt X
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Moving Relays X

Relay and backhauling X

Replication dynamics, fictitious play X
(FP) and classical Q-learning

Decentralized Femto Base Station X

(HeNB) Coordination for Downlink
Minimum Power Beamforming

Dynamic and Autonomous Subband X
Assignment

Battery Power Requirements for SON X
operation from the terminal
perspective

Energy-Aware Self-Organized X
Networking Enabled Co-Channel
Femtocell

Managing Femto to Macro X
Interference without X2 Interface
Support Through POMDP

Central Interference Mitigation X
between Femtocells

Graph colouring/Graph partitioning X
Ghost femto cells distributed X

Ghost femto cells centralized X
Power control X

2.4 NGMN & 3GPP Impact

In this section, we gauge the impact of BeFEMTO'RAVSON developments on two related standards
bodies, i.e. NGMN and 3GPP, and vice versa, i.enesalesign choices become evident with below
exposure.

2.4.1 Impact on/of NGMN

NGMN issued two important deliverables regardin@N:

1) “NGMN Recommendation on SON and O&M Requirementil][published in early 2009 that
guides the implementation of SON for the future.

2) “NGMN TOP OPE Recommendations” [11] published intéman 2010 that is a result of NGMN
project “Operational Efficiency” addressing SON aD&lM aspects of next generation networks.

The latter document described the envisioned SO&! Casses (Figure 2-6) from the operator perspective
and indeed had a strong impact 3GPP work on SON.
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Figure 2-6: SON Use Cases [11].

BeFEMTO has addressed SON use cases of NGMN asnshiowable 2-2. Evidently, only the core
network (CN) SON, common channel optimisation aratm-home interwork have not been addressed in
WP4 because it was out of scope.

Table 2-2: Addressing NGMN SON Use Cases.

c Q
o c c
NGMN use case 2 IS o £ Y .
R4 c| ®© '© £ c| @ ol £
z = Lol 2 = Og| E 5T @
o = 2% E 3 cFl 2% £2 o
c 8 NI B foa) © n ) S @ >
z %) 0 El O 3 E El 532 8 g 5
2 'c © = ol = Q
WP4 SON Algorithm 31 &6 | 685 2| S | 388 2g 88| &
Reinforcement learning X X X X
Spatial Domain based X X X X
Interference Coordination
Spectrum leasing X X X
Decentralized online learning X X X X X
Self-Optimization of Antenna X X X
Tilt
Moving Relays X X X
Relay and backhauling X X X
Replication dynamics, fictitious X X X X
play (FP) and classical Q-
learning
Decentralized Femto Base X X X
Station (HeNB) Coordination for
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Downlink Minimum Power
Beamforming

Dynamic and Autonomous X X X
Subband Assignment

Battery Power Requirements fof X
SON operation from the terminal
perspective

Energy-Aware Self-Organized X
Networking Enabled Co-Channe
Femtocell

Managing Femto to Macro X X X X
Interference without X2 Interface
Support Through POMDP

Central Interference Mitigation X
between Femtocells

Graph colouring/Graph X

partitioning

Ghost femto cells X X
Power control X

To address inter-operability between SON algoritliirosn different vendors, mimoOn of WP4 presented 2
proposals for standardizing SON interface and RRMri¢hmsin multivendor LTE overlay networks at
the NGMN Partner Forum March 2012:

1) Standardisation of an Opewordinated SON interface for the eNB, pseudo real-time (100ms
covering a small set of key parameters, safegugrdinltivendor overlay network stability, but
leaving room for vendor-specific innovation on top.

2) Standardisation of a basic set of eNB RRM algorghsetting a basic level of eNB behaviour
predictability, safeguarding multivendor overlaytwerk stability, and also leaving room for
vendor-specific innovation on top.

The value of the proposals has been recognisedbsators and vendors in NGMN forum and the ideas
have been supported. However, the proposals candoessful only with a broad industry support.datf

all major vendors will bring their own (proprietarsolutions for multilayer HetNets. This activityillsbe
continued when a broad industry support will beaotsd.

2.4.2 Impact on/of 3GPP

SON functionalities are very difficult to standarelifor the following reasons: first, there are & db
different ways to implement a SON function and sedhese functions often contradict each other. Fo
instance, load balancing is done at Network Managgr(NM) level but handover optimization done at
eNB level and both wartb adjust the same parameter at the eNB. A padotiay to avoid this situation
has been to standardize everything which is “caméd” at NM level and do not standardize anythihg a
eNB level. Furthermore, primary and secondary targee defined.

As per Figure 2-7, which is based on 3GPP S5-1020@9approach has been to clearly separate between
management, decision taking, executing and feedhauitionalities. Also, certain policies with prityr
levels are used to decide on (possibly conflictidgisions at all instances in the network. Theufeal
3GPP SON functions are grouped in four differeasses:

* local algorithms,
» decentralized algorithms with coordination betwésmto eNBs,
» decentralized algorithms with coordination betwésnto eNBs and macro eNBs, and
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» centralised algorithms.
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Figure 2-7: Standardization approach related to SONthere management, decision taking, execution
and feedback are clearly split and prioritized.

In this classification, coordination refers to atioation over the X2 interface and/or directly thie
interface. The individual algorithm classes havféedent impact on 3GPP standardisation taking LT R
10 as the baseline. Standardisation impact is merdgeneral if additional messages between noded n
to be exchanged in order to support the coordinadiud/or if additional measurements need to beigeoyv
by the terminal. Exchange of messages between nbgésally impacts the X2 interface, whereas
additional measurements provided by the terminglire enhancements of the air interface (Uu intexfa
In case that these air interface measurementsegréred by SON algorithms not running in the segvin
cell, the X2 interface can be impacted as well.

In Rel-8/9, no X2 interface between femtos (HeNBsjupported. In Rel-10, X2 interface between femto
nodes with open access and between femtos witledlogbrid access has been introduced if the closed
subscriber group (CSG) of the femtos has the sdemifier. An X2 interface is not supported in LRel-

10 in case of femtos with different CSG IDs andaes=tn femtos and eNBs. Coordination directly over th
air interface is not supported in LTE Rel-10 betwaay nodes.

Local SON algorithms do not require coordinatiomwsen different nodes, neither over the air inteafa
nor over the X2 interface. Since the algorithms salely in one node, no standardisation impactiraau
interface changes is expected. SON Algorithms lggtan to the second class requiring coordination
between femtos could make use of the existing X@rfiace assuming the femtos have the same CSG ID.
This class of algorithms requires extension ofekisting X2 interface functionality in LTE Rel-1Blence,
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3GPP impact for this can be regarded as moderageriaral. The third class of SON algorithms apgyin
coordination between femtos and eNBs require thmdaction of an X2 interface between femtos and
eNBs. This interface is not yet supported in LTH-R® its introduction is left for further discusesi in
Rel-11. The fourth class of SON algorithm reliesaocentral node. Standardisation impact dependhen
location of the centralized SON algorithm. Assumthgt no tight latency requirements are needed, the
centralized SON algorithm could be located in thEe@tion and Maintenance (OAM) centre. In this case
extensions of the Itf-N interface are expected.

Moving relays have been identified as another figltere standardization impact on top of LTE Relisl0
needed. Relays have been introduced in Rel-10T&r &s so-called Type 1 relays, which implies thatyt
appear as regular eNBs to the UEs. The relay inextad over a LTE wireless backhaul to its dondB.eN
However, in Rel-10 the relay does not support niiybfbr the backhaul link in the sense that the aon
eNB cell cannot be changed in a seamless way. Maélays are currently under discussion in LTE Rel-
11 but completion of standardization work is prdathifted to Rel-12.

Table 2-3: Mapping of BeFEMTO algorithms on 3GPP gb functions
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Reinforcement learning

Spatial Domain based
Interference Coordination

Spectrum leasing

Decentralized online learning

Self-Optimization of Antenna
Tilt

Moving Relays

Relay and backhauling

Replication dynamics, fictitiou
play (FP) and classical Q-
learning

Decentralized Femto Base
Station (HeNB) Coordination
for Downlink Minimum Power
Beamforming

Dynamic and Autonomous
Subband Assignment

Battery Power Requirements
for SON operation from the
terminal perspective

Energy-Aware Self-Organized
Networking Enabled Co-
Channel Femtocell
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Interference without X2
Interface Support Through
POMDP

Central Interference Mitigation
between Femtocells

Graph colouring/Graph
partitioning

Ghost femto cells

Power control
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3. SON-Enabler Descriptions

This section summarizes previous findings on th&®0ablers and introduces previously undocumented
contributions.

3.1 Automatic Location Determination

3.1.1 Problem Statement

Unlike macro base stations that are deployed bwaorét operators at known locations after careful cel
planning, femtocells are deployed by users in theime or office premises. Determining the locatdn
user-deployed femtocells is important due to thiefong main reasons:

* Network management

= Disjoint or non-overlapping allocation of resourdasthe time and/or frequency domains
among femtocells operating close to each other Idhbe done in a way to reduce
interference at user terminals. Information abamtbcell locations may help in clustering
neighbouring femtos together and allocating resesiappropriately among them.

= Position information may be used as an input tbaglanizing network (SON) algorithms to
properly initialize and update network/base staparameters.

= Operators may need to identify the geographic regidere a femto is being used for
functions such as billing, network monitoring, astdtistics gathering.

« Regulatory requirement

= In some countries, operators need to roughly deterthe location of a femtocell before it is
put into operation in order to satisfy regulatoeguirements.

» Emergency positioning

= Enhanced emergency response services require ltbalotation of a user terminal that
initiates an emergency call is reported within gaie time window to a nearby Public-Safety
Answering Point (PSAP). If no estimate of the exacation of the user terminal is available,
the location of the serving cell is reported asugh guess of the user terminal’s location. In
this context, the location of a serving femtoceleds to be determined. As femtocells have
small coverage areas, a femtocell’s location seagea reasonable guess of the locations of
the users it is serving.

3.1.2 Description of Scheme

A standalone Femto with a built-in GNSS module barocated using assisted Global Navigation Stdelli
System (GNSS), where the assistance data is cedulzased on its rough position estimate, e.g., the
location of the macro base station in whose coveraga the femtocell is located. Assisted-GNSS maay
work when the femtocell is located deep indoorsabee the satellite signals are very weak and rmign
satellites are visible to compute a position soluti

In a cluster of femtocells located, e.g., in aniceffbuilding in an enterprise deployment, relative
positioning is proposed as a viable positioninghodt Femtocells that are placed close to windowsbea
located using, e.g., Assisted-GNSS or macrocetiadsy These ‘reference’ femtocells then have known
positions and are synchronized to common base ttieer femtocells, which are located deep indoors o
see strong interference from nearby neighbours, naybe positioned using weak satellite or mactocel
signals. These femtocells that have unknown postiand asynchronous transmit times are termed as
‘blind’ femtocells. In relative positioning methodach blind femtocell makes measurements (e.gndrou
trip time (RTT), time of arrival (TOA) or time digfence of arrival (TDOA)) with respect to not onle
reference femtocells but also the other blind fexalls. Macro base stations whose signals are redeiv
indoors by one or more blind femtocells also seaveeference base stations and are considerepaat Gt

the cluster for relative positioning.

Measurement of RTT between a pair of femtocellsuireg implementation of a trigger-response
mechanism, where a packet is sent by one femtuxéfie other which then responds by sending a packe
back. The first femtocell then measures the tins tapsed between the transmission of the outgoing
trigger packet and reception of the incoming respopacket. The estimated range between the two is
directly related to one half of the measured RTRabUuring TOA of a packet transmitted by a neighbour
femtocell requires perfect synchronization betwakifiemtocells/macro base stations. It is not puesio
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measure either RTT or TOA using the existing rddterface defined for 3GPP cellular communication
systems, e.g., LTE. Itis, therefore, proposed aeriT DOA measurements at blind femtocells with eesp

to pairs of neighbour femtocells. TDOA measurememidy be made using signals broadcasted by
neighbour femtocells, e.g., cell-specific referestgnal (CRS) or positioning reference signal (PRS)
LTE Rel. 9. Measuring TDOAs at a femtocell requisesne limited user terminal functionality to belbui

in the device, as the femtocell needs to procesgnliltk broadcast signals that are meant for user
terminals. Such functionality may be added to areaaly existing module like the one for radio
environment monitoring.

The task of determining positions of blind femtéeelan be formulated in the form of a least-squfies
estimator. This estimation problem can be solvedifferent methods, e.g., gradient search or geneti
algorithm. Note that the transmit times of the dlfiemtocells need to be estimated in addition teitfpms

as an LTE network is inherently asynchronous.

3.1.3 Simulation Results

System level simulations are conducted to deterrppationing performance of TDOA estimation. The
system simulator models a heterogeneous netwotk femhtocells deployed within the coverage area of a
hexagonal macrocell layout. For the femtocell dgmient the dual-stripe model [12] is adopted, anthea
dual-stripe layout constitutes a femtocell clusttDOA measurements are generated at each blind
femtocell, based on received Positioning Refere3igaals (PRS) [13]. TDOA estimation is done for two
different channel models: One Peak and PedestrifldA The One Peak channel exhibits a single non-
fading line of sight (LOS) path, whereas PedestAida a multipath channel with one LOS and 3 nonS.O
paths. The RTDOA estimates collected at all bliehtocells in a cluster are fed into the positi@m&mit
time calculation function to compute positions (amdsibly transmit times) of all blind femtocells.

The Cumulative Distribution Functions (CDFs) of thesition errors are depicted in Figure 3-1 for two
deployment ratios in an asynchronous femtocelltetusThe deployment ratio is the probability that a
apartment in a dual-stripe layout contains a femitocThis ratio controls the density of femtocell
deployment.
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Figure 3-1 CDF of position errors

The position error at 67-percentile is below 2 mcase One Peak channel model is assumed. As the
multipath profile of Pedestrian A channel resuttdarger errors in TDOA estimates, position erro62
percentile is around 15 m.

3.2 Automatic Coverage Estimation

3.2.1 Problem Statement

In order to enable self-organisation, cellular sy need to have a framework to estimate their
performance and diagnose specific performanceegklaroblems to trigger appropriate self-organising
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mechanisms. While much work is ongoing on self-orgation in cellular networks, work amabling self-
organization is still scarce.

3.2.2 Algorithm Description: RACE

Here, we propose a novel algorithm for autonomaneiage estimation of an access point, which could
subsequently be used for triggering various sejkaising functions and hence acts as an enableefbr
optimisation and self-healing. The algorithm is eanas RSRP (Received Signal Received Power) based
Autonomous Coverage Estimation (RACE). RACE camided to estimate the coverage of a node based on
the user RSRP reports and their position informaitican autonomous manner. This coverage estimation
carried out by dividing the coverage area intouwaltbins and estimating expected coverage in eachyb
averaging the RSRP reports of users whenever theyoaated in that bin. The steps that need to be
executed at each access point in order to obteindlierage map autonomously are explained below:

« Entire coverage area is divided in virtual bins.

« Each UE's location is determined at the accesst@wid based on its location it is allocated to the
respective bin. It should be noted that locatiotinegtion is not part of coverage estimation
algorithm. It is assumed that knowledge of the O&ation (with some inaccuracy) is available at
the access point by any of the existing technolodike GPS or other methods available in
literature.

 Each UE reports its RSRP to the access point, wiicturn logs these RSRP measurements
together with the bin in which the UE lies.

* These reports are collected over a long period thahall the bins in the potential coverage area
have been reported from by at least one UE.

The access point determines whether or not a gbianis covered by comparing the average RSRP
reported from that bin with a threshold RSRP thdidates minimum level of coverage, e.g. -124 dBm i
3GPP LTE [15].

3.2.3 Simulation Results

Figure 3-2 shows the coverage map obtained thrtheyRACE algorithm. Bin size of 50m x 50m is used.
Total 80000 users are dropped in the whole cellnketwork of 19 cells with total area of around
(1200x2.5§ n?. It can be seen in the figure that other thanawerall characterization of coverage, the
coverage map can be used to identify the locatishiatensity of dead zones as well.
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Figure 3-2: Autonomously generated coverage map aentral eNB

Effect of Bin size and positioning error on RACE:In order to quantify the effect that the bin sizc
have on RACE, the actual coverage is first deteechiand the estimated coverage is compared against i
using it as benchmark. Figure 3-3 shows the err@stimated coverage calculated for a range o$izes.

As expected, it can be seen that the bin size btiseable impact on the accuracy of the estimated
coverage. The smaller the bin size, the more atzusathe coverage map. However, the accuracy
achievable with small bin size comes at the coshefincreased processing complexity and storageesp
required for implementing RACE with smaller bin esizFurthermore, implementation of RACE with
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smaller bin size also require more accurate usgitipoing algorithm to identify the exact locatiand thus
the exact bin in which each user lies.

1.2
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=
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Figure 3-3: Error in the estimated coverage with réerence to the actual benchmark coverage for
range of bin size

RACE relies on the positioning information of theeuto calculate the coverage maps. The stateecdrth
positioning algorithms suffer from certain amouheoor in their estimation of the position. Theref it is
important to investigate the effect of positionigigor on the performance of RACE. To this end esiten
simulation based analysis has been carried outaluate the impact positioning can have on the age
level estimated by RACE as outlined in [16]. It d@nseen that as expected the mean error in tineadst
coverage increases as the positioning error inesaghe trend is the same for different bin sizes.
However, the smaller the bin size, the more semsithe RACE is to the positioning error. Thus, the
tolerance of RACE to large bins is particularly adtageous because larger bins size not only alfows
low implementation complexity of RACE but it alseateases the sensitivity of RACE to positioningerr

3.2.4 Algorithm Description: ABE

Although RACE is a very useful mechanism in ideptify the location of coverage dead zones, for some
SON algorithms, e.g. handover parameter optiminatimowing the definitive boundary of the coverage
area autonomously at the access point is vitalosatic Boundary Estimation (ABE) algorithm proposed
here provides a simple method to estimate the karyraf coverage area autonomously and is inspiyea b
boundary estimation suggested method in [17] aed @ estimation of geographical spread of popatat

of various species in the field of ecology. Thegamaure for algorithm is explained as follows.

The coverage map obtained through RACE is divided M virtual angular strips. For a given strip, an
arbitrary temporary value of radius is assumed thptesents the temporary boundary of that strigg T
bins in that strip are then petitioned intightly classified and misclassified bins, for that temporary
boundary. Misclassified bins are the bins outsidelioundary that have required level of coveragbjrs
inside the boundary that do not have required lefebverage. The temporary boundary is then optuchi

to minimise the number of misclassified bins inttbi@ip. Using this procedure for each strip, tiptiroal
radiusis obtained for the each strip. The boundary of ¢heerage area of each access point can be
obtained by joining the radii of all strips as stow Figure 3-4.

Page 36 (138)



Béerr@ D4.4 FINAL

-~
=1

Number of bins (y axis)
=r3
o

o
=]

30 40 50 60 70 80 90
Number of bins (x axis)

Figure 3-4: Automatically predicted coverage boundey for central eNB

3.2.5 Conclusions

The spectral efficiency metric is not directly a@ppble to RACE and ABE algorithms. However, the
RACE algorithm can be used to determine the deamtsz@utonomously. Thus, RACE can be used to
trigger SO techniques and thus boost system pedfocen in terms of spectral efficiency. Similarlyeth
autonomously estimated boundaries of coveragedm®amined through the proposed ABE algorithm can
also be used to trigger a number of SO technicuegsaim at capacity, fairness and coverage optiiniza
such as handover parameters optimization, etc.ti#dse can substantially increase system spectral
efficiency and also the call drop rate as anothmoirtant measure..

3.3 Biologically Inspired Network Synchronization

This synchronization method proposes to achievé sjachronization, i.e. agreement on a common
transmission start and slot duration, by exchangisgnchronization word between femtocell entitigse
synchronization word is common to all nodes, andlisady included in the standard in the form & th
PSS and SSS (Primary and Secondary Synchroniz8gguences). The update rules for adjusting local
clocks both in time and frequency are inspired fritid natural phenomenon of firefly synchronization.
This way, synchronization emerges over time, ard atlapts to changes in the network topology.

Compared to existing solutions, the proposed methasl a number of advantages, namely frequency
synchronization is performed simultaneously withdisynchronization; no additional overhead is nexglji

as the existing PSS and SSS sequences; synchionimmtreached for any initial timing and frequency
offsets. As a limitation, scalability becomes asuis in very large networks, e.g. more than 100desits
synchronizing simultaneously. This issue may beutitvented when the timing reference from a mactocel
can be accessed within the considered femtocetlarkt

The interested reader is referred to [68] for ferttietails.

3.4 RF Front-End Functionalities for Self-Optimization

The power control and the sniffer capabilities e tRF are used by some algorithms in WP4. In this
section a power control is described and simulatiweith results are presented. The sniffer capgibgitso
known as Network Listen Module (NLM), is described.

3.4.1 Power Control

The High Power amplifier (HPA) is the element tfetds the antenna in the transmitter part and gesvi
the desired levels of the output signal. Femtomalirements include both absolute and relativeiraoy

for transmit power requirements [21]. The absol#quirements define a lower and an upper transmit
power limit relative to a nominal transmit powerheT relative requirements define a minimum and
maximum transmit power difference between two tnaitied slots, not necessarily adjacent time slass,
well as an aggregated transmit power difference segeral time slots. There are two types of lotmps
implement the power control: closed-loop and opapl
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Closed-loop power control represents one methoccdmtrolling the transmit power within the wireless
communication device to comply with the relativedaabsolute transmit power requirements. Using a
sample of the transmitted power, an error signah wéspect to a reference is calculated and wiih th
signal, the transmitted power signal is correcligds type of control loop has the limitation of thewer
detector dynamic range. Another type of power adrtrop is the open-loop power control. It adjuste
transmitted power in response to power control camois produced by operational parameters and/or
environmental conditions. These commands can beribed as power commands produced by the
Network Management, the own unit detection of loaffic load (dormant state) or user pushing a save
energy mode. The combination of open-loop with @bkop avoids [20] the transmit power to drift awa
from the desired transmit power.
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Figure 3-5: Power control.

3.4.1.1 Block scheme

A way to obtain both an open and closed loop fer gbwer control is to introduce an automatic cdntro
gain loop that has a reference like shown in FigBi& This figure shows a first approach using a
monotone source and an ideal AM (Amplitude ModolaYidetector.
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Figure 3-6: Gain control loop.

This type of loop uses a detected power providedrbf\M detector and an error integrator control&Ca
(Voltage Controlled Amplifier) with the signal olim@d from subtraction between a reference and the
detected power.

A directional coupler at the output from the VCAoals that output signal suffers no distortion (oalout

1 dB loss) and avoids mismatch due to the feedback in real implementation, Figure 3-7. This

directional coupler also reduces the level of tléedted signal in approximately 20 dB, changing the
maximum level of the sample used in the controplémm 10 dBm to -10 dBm when max Pout for the
LTE transmitter is required.
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Automatic Gain Control Loop Simulation
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Figure 3-7: Gain control loop with directional couger.

In a more real implementation the AM detector neeHe changed to a log detector that allows tdrget
down to -80 dBm. Some manufacturers describe thdeltector as a cascade of amplifiers and detectors
made with pin diodes that allow obtaining a monedir detected power. See Figure 3-8 and Figure 3-9.
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Figure 3-8: Logdetector module.
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Figure 3-9: Logdetector detected power to Pin.
The detector that appears in Figure 3-8 has a inearl response in the detected power, see Figi@ 3-

Using the above described logdetector, that intgrigathe cascade of detectors, followed eacthefit by
an amplifier, less error and noise are introducedeitected power for low input power level.
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Figure 3-10: Detector scheme and its response.
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3.4.1.2 LTE Simulations

For simulation results in this section, the LTE resuis FDD, the loop filter used is an AGC (Autoiat
Gain Control) filter and the VCA is VcGainRF. Thdast two elements are described below.

The LTE signal is generated with 0 dBm at 2.1 GHd &s level for all the following simulation ressilis
reduced in 22.5 dB to show how the end part ofRfefront module works to obtain a desired output
power passed to the antenna (-10 dBm to 10 dBnislevehe amplifier chain that simulated the end RF
part is composed by a fixed amplifier of 10 dB daled by a VCA controlled by the AGC filter and arde
fixed amplifier of 12.5 dB. With these three amiglif the signal goes up to the desired level. THie f
scheme is shown in Figure 3-11.

Figure 3-11: Scheme used in LTE simulations.

The model used for the logdetector has lineal nespalown to -80 dBm and sensitivity of 0.005V/dB.
3.4.1.2.1 AGC filter

The AGC filter used to obtain the voltage that colstthe VCA is shown in Figure 3-12 and is dessdiln
[90].

It is composed by a voltage-controlled voltage seuiollowed by an OpAmp (Operational Amplifier)
component that forms the loop filter to work witletAGC loop. A second-order feedback loop is fatme
based on the DampingFactor and NormalizedZero pteamthat must be specified.

The ExternalGain specifies gain external to tHterfiand the internal filter gain will be automatily set to
achieve the specified second-order loop charatitavis

VrefV is the reference voltage for control loop Qpp, proportional to the desired output power arat th
can be variable.

Scheme of the AGC filter is shown Figure 3-12.

The values used for the simulations are: Externatéa05 and DampingFactor=0.707.
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Figure 3-12: AGC filter.
3.4.1.2.2 VcGainRF

The VcGainRF used as VCA is a voltage controllechlifirar model that may include nonlinear gain
compression.

The small signal gain is controlled by
-  the voltage at pin 2, V2(t), above terminal in V@#dule from Figure 3-13,
- the parameters Vmin, Vmax, Min_dB, Max_dB and Vcgyp

VcType is used to choose between two conversioastyp obtain the power gain of the VCA, linear or
dB/V (the different formulas are shown below).

V2(t) is limited by a lower limit of Vmin and a masum limit of Vmax. The minimum gain, Min_dB,
occurs for V 2 (t)=Vmin. The maximum gain, Max_d&curs at V2(t)=Vmax.

The gain characteristic for V2(t) between VMin akNdflax is set by VcType to be either a dB/V
characteristic or a linear characteristic.

For VcType=dB/V, the small signal power gain

(V2(t) -V min)x (Max_dB - Min_dB)

PowerGain(dB) = Min_dB + : (3.1)
V max—V min

For VcType=linear, the small signal power gain

PowerGain(dB) = 20x Ioglo(VoItageGai n) (3.2)
where
. Max_dB Min_dB
VoltageGain(dB) = M x10 20 +VmaX—V2(t) x10 20 (3.3)
V max—V min V max—V min

For the simulations, whose results are shown gdéction, the following values had been used: peFy
dB/V, VMin=-40V, VMax=40V, Min_dB=-40 and Max_dB=40
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Figure 3-13: Detail of LTE scheme

After the power obtained from the LTE source isuaat by 22.5 dB three Amplifier are used. The first
amplifier introduces 10 dB gain and then a VCA, tcolfed by the AGC loop, feeds the last Amplifibat
introduces a 12.5 dB gain. This last amplifier woods a HPA that feds the antenna and the Logdetecto
using a coupler. The coupler has a 20 dB couplaagof and 1.5 dB losses in the direct branch to the
antenna, a quite real data. The splitters showkigare 3-13 and Figure 3-11 are used to obtain omeag
points in the simulations and introduce no losgedisiortions.

3.4.1.3 Simulation Results
Following figures shows the simulation results aied for BW=20 MHz, 15 MHz, 10 MHz and 5 MHz.

BW=20 MHz:
m1 m2 m3 m4 ms
time=541_Busec time=2 730msec| |lime=7.247msec freq=2.110GHz freq=2.110GHz
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Figure 3-14: VCA control voltage

Figure 3-15: Output power for -10dBm
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Figure 3-17: Output power for 10dBm

Figure 3-16: Output power for 0dBm

Figure 3-14 shows the output power of the AGC ltgt feeds the control input of the VCA and changes
in time to obtain different output power levels weén -10dBm and 10 dBm (-10dBm, -5dBm, 0dBm,
5dBm and 10dBm). In Figure 3-15 to Figure 3th& blue lines are the output power that feed tiierma
and red lines are the output power from the LTE®®that has a 0dBm level.
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Similar description is applied for following BW=13##, 10 MHz and 5MHz cases and shown in Figure

3-18 to Figure 3-29.

BW=15 MHz:
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Figure 3-18: VCA control voltage

Figure 3-19: Output power for -10dBm
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Figure 3-22: VCA control voltage
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Figure 3-23: Output power for -10dBm
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Figure 3-24: Output power for 0dBm
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BW=5 MHz:
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Figure 3-26: VCA control voltage Figure 3-27: Output power for -10dBm
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Figure 3-28: Output power for 0dBm Figure 3-29: Output power for 10dBm

Table 3-1 shows the Error Vector Magnitude (EVMjoer described in [21], calculated over a frame
(Imsec) for different output power levels and BWesr E-TM3.3 the limit is 17.5% (QPSK modulation),
for E-TM3.2 the limit is 12.5% (16QAM modulation)n@ for E-TM3.1 the limit is 8% (64QAM
modulation)

Table 3-1: EVM error.

-10dBm |  -5dBm | 0dBm | 5dBm | 10dBm
EVM% for BW=20 MHz
E-TM3.1 0.762 1.027 1.048 1.035 1.170
E-TM3.2 0.903 1.319 1.335 1.332 1.499
E-TM3.3 1.048 1.729 1.724 1.733 1.998
EVM% for BW=15 MHz
E-TM3.1 1.317 1.313 1.318 1.325 1.410
E-TM3.2 1.894 1.893 1.859 1.852 2.005
E-TM3.3 2.077 2.077 2.069 2.088 2.323
EVM% for BW=10 MHz
E-TM3.1 2.364 2.365 2.364 2.372 2.413
E-TM3.2 2.290 2.279 2.270 2.298 2.140
E-TM3.3 2.918 2.918 2.926 2.935 3.071
EVM% for BW=5 MHz
E-TM3.1 3.582 3.574 3.602 3.567 3.596
E-TM3.2 3.333 3.332 3.339 3.350 3.360
E-TM3.3 6.098 6.095 6.160 6.084 6.111

Allowing the transitions between levels to takecplat the end of frames and taking 10 frames (l&cns
the EVM stays in similar levels as described inl€é&h1, see Table 3-2
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Table 3-2: EVM error
20 MHz 15 MHz 10 MHz 5 MHz
E-TM3.1 1.048 1.325 2.367 3.602
E-TM3.2 1.329 1.897 2.274 3.347
E-TM3.3 1.727 2.091 2.953 6.15
Figure 3-30 to Figure 3-33 show the 64QAM, 16 QAMI QP SK constellations.
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Figure 3-31: 64 QAM constellation

Figure 3-30: VCA control voltage
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Figure 3-32: 16 QAM constellation
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Figure 3-33: QPSK constellation

This type of power control loop also allows recgvdrom temporary failures of other RF chain
components. Working in normal conditions is showifrigure 3-34.
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Figure 3-34: VCA voltage control, output power and64QAM constellation in normal conditions.

Working with 2dB fail of one of the fixed amplifigiis shown in Figure 3-35. The VCA voltage produzes
+4V signal to compensate the 2 dB losses fixed diempl
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Figure 3-35: VCA voltage control, output power and64QAM constellation in failure conditions.

3.4.1.4 Conclusions

The open-closed power loop block scheme presentdds section allows to follow changes of the dasi
transmitted power, that can be required for modifans in the output power level by SON algorithifise
spectrum of the output power signal is not sigaifity disturbed and errors shows by EVM are kephem
the maximum levels specified The simulations alsow that this scheme recovers from possible powe
failures of other components in the RF transmittexin.

3.4.2 Sniffing Capability

3.4.2.1 Sniffer Overview

The Sniffer Module is a real-time system that ammbiusly captures/monitors data or signal passing
through the network. It is also called Network eistModule (NLM), Network Monitor Module (NMM),
Radio Environment Measurement (REM) or "HeNB Sniffen [24] and [25]. With it, the HeNB
incorporates functionalities of user receiver, tigta downlink receiver with a special possibiliy
performing calculation of Reference Signal ReceifPedver (RSRP), Reference Signal Received Quality
(RSRQ) to obtain the power received from other fmmlls and macrocells at FBS. With these
measurements, a femtocell can calculate the beskimgp point taking into account coverage and
interference to both too close co-channel macroaséirs (that they listen on their conventional UL
receiver) and co-channel FBSs (monitored by the NL®ther type of measurements described in [26] are
performed in order to minimize interference to adjst MUEs and macrocells, detection of victim UEs,
and to obtain other cell IDs.

Baseband . . Trenstion D
: oL g,
I 12
FH‘I’ & L = =T m ..i %
NMM ' .,—J“L B A
Receiver | u.a. L
ke . L 3 Duplaxer

Figure 3-36: Sniffer Module.

Standalone femtocells can use the sniffer cap@silio obtain information about their environment a
take decisions in accordance. Measurements pertbiogethe sniffer module are also used by SON
techniques implemented in Networked femtocell. Mplement this sniffer capability, the femtocell dse
to incorporate a DownLink receiver with UE receiv@raracteristic described in [89] if transmit and
receive frequencies are different.

This sniffing capability is used in networked fergtls to minimize interferences between femtocaiid
macrocell deployments. For standalone femtocellsait also be useful to calculate interference from
macrocell and to obtain input to optimize transimiftpower to minimize interference to macrocell.

3.4.2.2 Conclusions

The sniffer block is a useful tool whose measurdmeman be used in SON techniques to adapt the
transmitting power taking into account interferende other users and systems. For FDD systems, a
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receiver with full RF chain is needed to performNimeasurements, that are in fact those definedder
equipments, viz. RSRP and RSRQ.
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4. SON Algorithm Descriptions

This section is entirely dedicated to the varicusal, distributed and central SON algorithms. Agéim
the sake of completeness not only novel contrilmgtiare documented but also prior SON algorithms,
which are deemed to be promising, are dwelled on.

4.1 Local SON Algorithms

4.1.1 Automatic Coverage Control

Literature investigation provides different methddshave control over uplink and downlink coverage
based on measurements of real deployments, witbhaduitomatic coverage estimation can be performed.
This automatic estimation can mismatch from a @esooverage because it takes into account thenmese
of alien mobiles (FUEs from other femtocells antis ) and other events that produce interferende an
can reduce the coverage.

4.1.1.1 Downlink Coverage

Using the transmitter with fixed power is not arioql solution when there are co-channel deployment
the neighbourhood. Three main methods based oonaieol of the transmitted power transmitted by the
femtocell are presented, i.e. Network Listen, Mebiissisted Range Tuning and Active Macro Mobile
Protection.

* Network Listen (NL): This type of Downlink Tx pow@onfiguration is described in [19]. In this
method, the femtocell’s transmitted power is comfggl using the measurement of the received
power from the macrocell and doing corrections. réhmust be constraints to set power to the
femtocell transmitter that are Macro Mobile ProimttConstraint and Home Mobile Coverage
Constraint. The femtocell power is configured tmduce a minimum received power for a
potential user at a distance r placed between tmrounell and femtocell. This potential FUE will
receive the transmitted power from the femtoceflumed by the propagation losses. The initial

femtocell power, P, can be calculated in decibels as
P

femto — min((Prx_from_macro + Lfemto (r)))’ Pfemto_Tx _max)’ where Prx_from_rmcro is the power

received by the femtocell from the macrocéd, is the maximum power the femtocell

0_Tx _max

can transmit antl ., (r) is the estimated path-loss from the femtocell tBUE at the target

femtocell radiusr modelled as L(d)= L1+ L2%10log,,(d) L1 and L2 depend on the
propagation model used

* Mobile Assisted Range Tuning (MART): This methoddaescribed in [18] and gives a more
accurate estimation of coverage radius and improveadwer adjustment. Moreover, this method
achieves a balance between coverage and interéereimimization.

Adequate coverage for home users can be ensuregibyg channel quality reports from home
mobiles. A femtocell can request a home mobile ¢digalically measure and report back DL
channel quality metrics. By using these reports,fémtocell can estimate the path- loss between
itself and a home mobile at different locationshie home, and also learn the macro signal. Unlike
Network Listen, reports from home mobiles allow fieentocell to sample RF environment at
different locations in the home. Thus, a femtocalh learn the desired coverage range and also
handle the measurement mismatch issue that fillsvdl& Listen. As a result, by combining
information from alien user registration statistised home mobile reports, a femtocell can
determine the optimal power.

e Active Macro Mobile Protection (AMMP): MART methofil8] helps to reduce femtocell
interference to macro users, but it cannot comiyietéiminate this interference. For example,
guest users visiting a femtocell home and receidegvice from a macrocell can still face
significant interference. AMMP method gives bettesults than always transmitting with low
power because it only sacrifices femtocell coveragen a macro user is detected. An active
macro mobile is in femtocell vicinity and therefasebeing interfered on the DL by the femtocell
(macro and femtocell are co-channel). The femtodetects the presence of a macro user in its
vicinity by continuously measuring out-of-cell infierence on the Uplink channel. Out-of-cell
interference level above a certain threshold seagean indication of the presence of an active
macro user in the femtocell vicinity. When out-@fldnterference greater than a certain threshold
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is observed, the femtocell “throttles” its DL tramssion, i.e., it reduces Tx power on its DL or
completely shuts down DL temporarily to protect #etive macro mobile. The new Tx power
level can be determined as a function of the owteatifinterference level. Normal DL transmission
is resumed by discontinuing throttling after a tiow or when the out-of-cell interference level
falls below a certain threshold.

4.1.1.2 Uplink Coverage

The main problem that concerns the uplink operat®righ level received signals. A FUE can get
arbitrarily close to the femtocell and it cannoteghbthe power control (PC) down commands due to
reaching its minimum transmit power capability hemathe dynamic range has a limit. Such transmittin
higher than the required power may desensitizéettmtocell receiver.

Uplink Adaptive Attenuation (UAA): One simple salut to deal with the high input power
problem is to raise the input threshold. A bettelution is to desensitize the interference by
attenuating the signal at the receiver. As a regutérference operation is more comparable to
thermal noise. Another advantage is that the adtiomu pulls nearby FUES to a power controllable
range and solves the saturation problem, usingw@t®n only when high out-of-cell interference
or receiver desensitization is detected at thedeeit The UL signal to be attenuated only when
the total received signal level is saturating theeiver or the UL is being jammed by a nearby
non-associated cell.

4.1.1.3 Simulation Results
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Figure 4-1: Example of coverage with Bs=10 dBm and
interference from macrocells, other FBSs MUEs andther
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Figure 4-3: Downlink coverage radius. Figure 4-4: Uplink coverage radius

In Figure 3-5.and Figure 3-in example of combination of downlink for NLM anglink coverage is
shown. In this case SINR is 0 dB. The blue stapsasent the femto Base Station (FBS) active inide
apartment block and the crosses are FUEs. If the fddeives signal from above SINR and its FBS also
receives signal above SINR it is green cross. bre or both cases received signal is not abovér $idN
colour is red. Downlink coverage with.f2=10 dBm are black lines in Figure 3-5. Downlink ecage with
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Prss =Popt dBm from NL method are yellow lineskigure 3-6. Uplink coverages in the two figures are
represented by pink lines. Details of the particaktup and variables used are in BeFEMTO D4.2 [16]

In Figure 3-7, the CDF of the different coveragdiua are shown for SINR=0 dB and all the FUE inside
their apartments. In Figure 3-8, the CDF of thdedént coverage radius are shown for SINR=0 dBalhd
the FUE inside their apartments.

For the interested reader, there are more simuakatiesults tabulated in BeFEMTO D4.2 [16].

4.1.1.4 Conclusions

Simulations implemented in Matlab for NL, MART, AMRand UAA shown in this section can give
rough coverage estimation like the 0-wall radiusl dawall-radius before and after using the différen
coverage control methods. They are useful to & dmatact to coverage control and coverage estimati
Losses have been calculated using general fornamldsknowing distance between macrocells, FBSs and
FUEs obtained from their location information. Fle real world case, path losses can be calculetied)
measurements of received power and distance bettieedifferent macrocells, FBSs and users if the
location info of each one is reliable or can béngstted with negligible error.

4.1.2 Self-Organizing Interference Management Techniguetr Femtocell Networks

4.1.2.1 Problem statement

Driven by the massive data traffic increase, nekvwdEmsification and scarce frequency resourcegexft
interference management techniques are neededhichvemall cell base stations (pico-, femto-cells,
relays) self-organize in a totally decentralizednmex. For doing so, they rely on local informatatncell
level and no information exchange among femtoceiil; a (possibly imperfect) feedback from the served
FUEs is required. During their self-organizatiorogedure, every femtocell needs to strike a balance
betweenexploitation andexploration. While in the former femtocells exploit the accuatad knowledge
over time when taking some strategies (i.e., pdexel on a given frequency band), in the lattertfaralls
explore new strategies which may yield higher penfince. Our proposed self-organizing interference
management algorithm is inspired from reinforcemeatning (RL) and game theoretic tools which has
received lots of attention in the literature ([Z8][29][30] to cite a very few). In a nutshell, fesoells
simultaneously estimate their long-term utility metric (i.e., transmissiorate) and optimize their
transmission probability distributiorSufficient conditions are given for the convergence of the RL
algorithm to thegpsilon-Nash equilibrium of the game, which constitutedable network operation point.

4.1.2.2 System Model
Let us assume one macrocell (denoted by subsdiptaperating over a set db frequency bands, and

underlaid with an arbitrary number of femtocddls Let I, =[r3,...,r§] denote the minimum SINR

offered by a Macro Base Station (MBS) to its MUBSMUE is scheduled per frequency band). Each
femtocell can use any of the available frequenaydbao serve its corresponding FUE as long asésdo

not induce a lower average SINR than the minimuguired by the MUEI ;. At every time instant, a
femtocell serves only one FUE. L@és) denote the transmit power of MBS on frequency b&nand the
S-dimensional vectorp, (t) = (pél),..., plis))denote the power allocation vector of FBSat timet.
Here p,(f) (t) is the transmit power of femtocell k over frequetand S at timet. All FBSs are assumed
to transmit over one frequency band only at eatie ti at a given power level not exceedipg .- Let
q,E"S) denote thd -th transmit power level when used over charfelThus, the discrete action space of

FBS Kis given by: A ={ 091,99 0L, XS}. L, is the set of power levels arf is the set of
carriers

Denoting by| hifsj) | the channel gain from transmittgr to receiveri on frequency ban&, the signal to

interference plus noise ratio of MBS at MUE (deddby subscript “0”) is given as follows:
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|h(S) | (S)
SINR{® = @4.1)
o + TN F ol

Likewise, the SINR of FUE is given as follows:
(s) 12 (s
| hk,k | k

0—(()5)2 +] h(S) | p(()S) + Zl h(S) (S)

(s) —
INRT = (4.2)

The femtocell utility metric considered is the amission rateu, (P, , P_) = ZIog(1+ SlNRéS)).
K

Note that the performance of femtocell k at timgepends not only on its own configuratig, (t) but

also on the configurationp_, (t) adopted by all the other FBSs in the network.

4.1.2.2.1 Solution Overview
The proposed interference management solutionsigiried from reinforcement learning. At every time
instant t, every FBS k chooses its action fromfihiée set A, following a probability distribution function

7 (t) = ( g ®,.. ) (t)) whereﬂl'(q(.,s) is the probability that femtocell k plays actiqﬁ' ) at
Uk

time t, that is:
700 =Pp 0 =) (4.3)

Then at time t, each FBS k observes a feedbadieifiorm of:

Uk (1) = U (py (©), Poi () (4.4)

In the proposed solution, femtocells jointly estienaheir long-term utility metric and optimize thei
probability distribution of the taken strategiepeSifically, the estimated utility function of FBSwhen

playing actionq,ﬁ"s) is written as:

O
Ukgl® (t) = ZUk( ITINI! (4.5)
k " s>( ) =

t
where Tk,q§'5> (t)ZZJ.[pk(n):q&,‘s)} . Once the estimation vector is obtained by eve®SFk,
n=1

| | O
U (t) = [uk,qkm (t),...,Uk,q® (t)j is used to determine the optimal distribution piuliy. Now, since

femto cells need to strike a balance between #rgitoration and exploitation procedure in whichythe
should play at every time instant the strategy yieltls the highest performance while leaving alsvagn-
zero probability for playing other actions, theldaling decision mapping function is given:

~ eXF{l(Jk,qS ) (t)j
B U (0) = ——
Zexy{ Uk,p, (t)j

where B, oo (u, (t)) > Owith strict inequality regardless of the estimatigector. (4.6) is known in the
Ok

(4.6)

game theory jargon as Boltzmann-Gibbs equationchvimaturally arises when considering perturbed
utility maximization. K is the temperature parameter

To summarize, the proposed interference manageaigotithm inspired from reinforcement learning is
given as follows:
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O _ O 1{pk(t)=q,(("s)} -
Uk gl (t) = Ukglo (t =) +a(t)—— | u(t) —u, qoo (t=1)
ﬂk gl (t)
. 4.7)
o 0= 7, D+ A0 £,y 007, 0 |
If lim, @ =0, it can be shown that the proposed algorithm gimen (4.7) converges to the so-
a

called epsilon-Nash equilibrium. Furthermore, itnisrth mentioning that several other algorithms ban
derived from this framework, such as multi-armeddig[31] etc.

4.1.2.3 Simulation Results

In order to substantiate our results, the propas#dtion is verified in an LTE-A simulator. Firdet us
look at the convergence issues and gauge the ingbabe temperature parametgrgiven in (4.6). We
consider 2 MUESs, 2 sub-carriers and 8 FBSs. Figtsedepicts the convergence behavior of the prapose
algorithm in addition to the benchmark comparisasdn on a geniesdmi-centralized case) which knows
all channels and strategies taken by various feslitomn the network. As can be seen, femtocells sefi
organize in a totally decentralized manner whilei@dng a performance very close to the semi-cénéa
case. In addition, the smallaris, the less patient femtocells are, and thus |gveeformance is obtained.
In contrast, when femtocells are patient enoughgéiax ), the gap with the semi-centralized case is
bridged. Let us now consider a denser network gepémt featuring 6 MUESs, 60 FBSs, and 6 sub-carriers
Figure 4-6 illustrates the average femtocell spéafficiency of the proposed SON-RL algorithm as a
function of the femtocell density, in addition ts imyopic version in which femtocells maximize thei
instantaneous utility metric. Clearly, the ovepiformance decreases as the network gets denseryér
the proposed SON-RL decays at a much lower pacerapared to BRD. This is attributed to the fact tha
under SON-RL, femtocells are interesting in maximgztheir long-term utility. Figure 4-7 depicts the
impact of the number of available sub-carrierstenfemtocell average spectral efficiency.

1.1 r T
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1 m
|
|_o-o—0—0—0—-0—-0—-0-000
0.9 o—0 o
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Figure 4-5: Convergence behaviour of the proposedgorithm (SON-RL) with respect to the best
Nash equilibrium (semi-centralized case). The impdof the temperature parameter is also shown.
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Figure 4-6: Average spectral efficiency as a funaih of the femtocell density. Here, SON-RL is
compared with the best response dynamics in whickemtocells maximize their instantaneous utility
metric.

Due to the inherent feature of the proposed algariin which femtocells learn in the long-term, theger
the action space, the lower the performance, sasgeer (4.7) femtocells leave a non-zero gindity
for every given strategy.
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Figure 4-7: Impact of the number of channels on thearious learning schemes. Here, SON-RL, SON-
RL-IMI, and BRD are compared.
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4.1.2.4 Conclusions

We have proposed a decentralized interference neamagt inspired from reinforcement learning, in vihic
femtocells self-organize so as to maximize themgkberm utility. It was shown that femtocells face
intricate trade-offs arising from the exploitatiand exploration paradigm. In this work, femtocelisre
assumed to be totally selfish in the sense thahfeomation exchange was allowed nor correlatioroagn
the strategies. This latter can indeed further awprthe performance of the femtocells. Recent 82§
has shown that through coordination and other tols reinforcement learning, femtocells can achiev
performance close to when femtocells are cooperativ

4.2 Distributed SON Algorithms (global)

4.2.1 Spatial Domain based Interference Coordination

4.2.1.1 Description of the Scheme

Base Station Coordinated Beam Selection (BSCBS)be&s introduced in [34]. The general idea of
beamforming for transmitting data to mobile usersai wireless network with sectorized base station
antennas is to radiate most of the power into #sérdd direction. A beam directed towards a cefjecdser
may cause significant interference to a nearby usan adjacent cell when both users are servetdeat
same time-frequency resources. Performance gambeaexpected when the selection of beams can be
coordinated in neighbour cells in such a way thedrb collisions between nearby cell-edge users ean b
avoided. An example situation is shown in Figur@. 8eam collisions can be avoided by coordinathe t
selection of precoding matrices in different cellie coordination is based on feedback from UEs
including not only CQI, Rank Indicator (RI) and Poeding Matrix Indicator (PMI), but also differenpes

of additional messages to support the cooperafiam. example, a RESTRICTION REQUEST (RR)
feedback message from the UE contains informatimutunwanted precoding matrices. The users request
in advance the restriction of the usage of cenmétoding matrices in neighbour cells over the ueses

that could be used for data transmission at a tateg instant. The coordination takes place betwaen
victim cell and an aggressor cell. The UE sendsafleeementioned air interface messages to its rsgrvi
cell. In case that the UE is strongly interfered @y aggressor cell, then the serving cell (victiefl)c
forwards the air interface messages to the aggresdb More details of the message design and the
coordination over X2 interface are provided in [34d [35]. The process of SON-based establishmfent o
an X2 interface between aggressor and victim @dllteen investigated in [40].

Figure 4-8: Avoidance of Beam Collisions

The overall goal of the coordination approach entlho maximize a network (cluster) wide utility met
over all the combinations of precoding matricessidering the restriction request received from siser
This requires the exchange of messages betweerstadigms over the X2 interface that logically cects
base stations with each other in LTE. In ordereaegkthe information exchange acceptable both iaydel
and complexity, a scheduling design was chosen ¢hat be added on top of the Rel. 8 scheduling
functionality. More details can be found in [34104135].

In the following we show simulation results for &24antenna configuration for a scenario with CSG
femtos and macro cells. In such a scenario onlyJtas belonging to the CSG of the femto cell camea

to it. UEs not belonging to the CSG cannot cont@the femto cell and must connect to a macroesath

if they are in the coverage area of the femto ddlbse macro UEs suffer from strong interferenoenfthe
femto cell and can benefit from sending RR messages
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Detailed simulation assumptions can be found in.[84 the simulations it is assumed that each RR
message sent by the UE covers a frequency subbfaid Rihysical Resource Blocks (PRBs) (called
frequency validity of 5 PRBs in the following). Qninacro UEs experiencing a geometry below -3 dB are
allowed to send RR messages. Figure 4-9 shows #an melative gain in throughput for the macro and
femto UEs compared to the reference system witbodébook restrictions when a different percentdge o
codebook entries is restricted. It is seen in g9 that the macro UEs that are allowed to seRd R
messages benefit significantly from the reductiernnterference by avoiding unfavourable beams & th
femto cell. It is further seen that the gains beedire larger the more codebook entries are restrict
Figure 4-9 shows that even macro UEs in better &felitions (i.e. whose geometry is larger than -3 dB
benefit slightly from restricting beams in the fentgell. Gains are again largest, if the femto retstrall
beams in the current subframe since then the felows not generate interference at all.

I
o I RR-UEs i
[ Tnon-RR-UEs
B csG-UEs

Mean gain in %

1 1 1 1
50% 75% 88% 100%
Codebook Restriction

Figure 4-9: Relative Gain of Macro and Femto UEs

Figure 4-9 shows that in average 5% throughputatoiu for femto users needs to be taken into adclyn
improving the throughput for macro users that sufifem strong interference by the femto cell. Hoeev
this loss seems tolerable since the load in a feratbis low and the user throughput in bps/Hz ésyv
large.

4.2.1.2 Contribution to BeFEMTO System Concept and Objecties

BSCBS is an interference coordination scheme iialpdomain by restricting precoding matrices that
aims to improve the user throughput of UEs in aiwiccell suffering from strong interference by an
aggressor cell and, therefore, fits to the BeFEMSyStem concept and objectives. The largest gams ar
achieved if the entire codebook is restricted fospecific frequency subband. In this case the apati
domain coordination converges to a time domairrfetence management. In [34], it has been shown tha
BSCBS can then be seen as an extension of elCLTHERel-10 since it applies time-domain restricion
in a frequency-domain subband and not for the @i@ndwidth as elCIC does.

4.2.2 Spectrum Leasing as an Incentive for Macro-Femtocktooperation in the UL

4.2.2.1 Problem Statement

Cooperation in heterogeneous networks is a crpeieddigm in order to leverage on the existencepeho
access low-power nodes, and in which cell-edge MJ&s improve their uplink performance. In this
section, FUEs act as relays for MUEs in a devieddwice communication fashion. In return, each
cooperative macrocell user grants the FUE a fractb its super-frame as a reward mechanism. The
problem is looked at from a game theoretic per$peathere a coalitional game is formulated whereby
MUEs and FUEs are the decision makers (pkayers), taking individual and distributed decisions on
whether to cooperate or not. The considered utifitgtric captures cooperative gains, in terms of

Page 55 (138)



Bd:er@ D4.4 FINAL

throughput and delay. It is shown that the netweak self-organize into a partition composed ofailigj
coalitions/clusters which constitutes the recursieee of the game, being a key solution concept for
coalition formation games in partition form.

| (\ﬁ v MUE

MUE MUE

MBS

Figure 4-10: lllustration of the proposed solution.Here, an FUE is relaying the traffic of
neighbouring cell-edge MUEs to its respective HeNB\s a result HeNB gets an extra resource for its
own transmission, and as a by-product lower transntipower is required and the overall network
performance is improved.

4.2.2.2 Proposed Solution

We formulate a coalitional game, whose solutiorthis concept of theecursive core. The aim of the
proposed cooperative approach is to minimize tHaydef the MUE transmissions through FUE assisted
traffic relay, considering bandwidth exchange aseghanism of reimbursement for the cooperating FUEs
The goals of the HeNBs and the MUEs are intertwifnedh different viewpoints. At the HeNB side, high
interference level can be due to MUEs operating tive same sub-channel which consequently limis th
achievable rates. At the MUE side, poor signal ngftie reception may result in a high number of
retransmissions and higher delays. To overcome s propose that upon retransmissions, an MUE
delivers its packets to the core network by mednSUE acting as relay terminal. We model each relay
FUE as an M/D/1 queue and use the Kleinrock inddpece approximation. For the relaying FUE,
cooperation incurs significant costs in terms ofageand spectral resources, since the FUE relags th

combined traffiC/lI over its originally assigned sub-channels. Theesfdris reasonable to assume that
FUEs will willingly bear the cooperation cost onlpon a reimbursement from the serviced MUEs. We
propose that, upon cooperation, the MUE autonoryodglegates a fractiofd < a <1of its own
superframe to the serving FUE At the relay FUEl , the portiond is further decomposed into two
subslots according to a paramef ,8, < 1. The first subslorfBis dedicated to relay MUE's traffic.

The second subslot of duratiaﬂ'ﬁ(l—,BI ) represents a reward for the FUE granted by theiceetWUE,

and it is used by the FUE for transmitting its owaffic. This method is known in the literature as
spectrum leasing or bandwidth exchange and repesematural choice for such kind of incentive
mechanisms. Note that this concept solution allmalign and separate in time the transmissiomsnatig
avoiding interference at the HeNB from the MUEshivitthe coalition. In order to do that, we assuhs t
operations are synchronized. In order to increlse throughput and reduce MUE-to-HeNB interference
the FUEs have an incentive to cooperate and reayUE’s traffic. In this respect, FUEs may decide

service a group of MUEs, and thus form a coalitnin which transmissions from FUEand MUEs

within the same coalition are separated in timethia work, we use a decode and forward relay sehem
assuming that a packet is successfully received.

4.2.2.3 Simulation Results

We consider a single hexagonal macrocell with ausadf 1 Km within whichN HeNBs are underlaid
with M MUEs. Each SBSN servesL,, =1 FUE scheduled over orthogonal subchannel, adogting

closed access policy. We set the maximum transavitep at MUEs and FUEs t& . = 20dBm, which

includes both the power for the serviced MUE’s @&sdwn transmissions. The considered macrocell has
500 available subcarriers, each one having a batdwef 180 KHz, and dedicates one OFDMA
subchannel to femtocell transmissions. In Figurgl4-we evaluate the performance of the proposed
coalition formation game model by showing the agergayoff achieved per MUE during the whole
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transmission time scale as a function of the nundfevlUEs M. We compare the performance of the
proposed algorithm to that of the non-cooperatiase¢ for a network with 50, 100, 200 FAPs using a
closed access policy. The curves are normalizetiggerformance of the non-cooperative solutiorr. Fo
small network sizes, MUEs do not cooperate with Eltitie to spatial separation. Thus, the proposed
algorithm has a performance that is close to theaamperative case for M < 60. As the number of MUE
grows, the probability of being in proximity of &WUE gradually increases and forming coalitions lpee®
more desirable. Hence, the MUEs become connectedrwarby FUE which allows for a higher SINR,
allowing for high values of payoff. For examplegéie 4-11 shows that cooperating MUE can gain up to
75% with respect to the non-cooperative case ietavark with N = 200 HeNBs and M = 160 MUEs. In
fact, Figure 4-11 clearly shows that the averagefigper MUE increases in the cooperative casehas t
number of femtocells is large. It is also demornsttathat the proposed coalitional game model has a
significant advantage over the non-cooperative ,cabéch increases with the probability of having E4J
and MUEs in proximity, and resulting in an improvemof up to 205% for M = 200 MUEs.

I I I I
= Mon-cooperative approach| : : : : :
22H = m = 50 FAPs SR b b R e
' m@=1 100 FAPs : - : . :
—@— 200 FAPs

Average payoff per MUE

40 60 80 100 120 140 160 180 200
Number of MUEs

Figure 4-11: Average individual payoff per MUE, nomalized to the average payoff in the non-
cooperative approach, for a network having N = 50100, 200 FAPs0 = 0.5, r = 20m.

4.2.2.4 Conclusions

We have introduced a novel framework of cooperatimong FUEs and MUEs, which has a great potential
for upgrading the performance of both classes obilmousers in next generation wireless femtocell
systems. We formulated a coalitional game amongFthEs and MUEs in a network adopting a closed
access policy at each femtocell. Further we hatrednced a coalitional value function which accsuiotr

the main utilities in a cellular network: transnmiss delay and achievable throughput. To form cimailg,

we have proposed a distributed coalition formatiaigorithm that enables MUEs and FUEs to
autonomously decide on whether to cooperate orbasted on the tradeoff between the cooperatiorsgain
in form of increased throughput to delay ratio, dahd costs in terms of leased spectrum and transmit
power. We have shown that the proposed algorithaohes a stable partition which lies in the recersiv
core of the studied game. Results have shown lleapérformance of MUEs and FUEs are respectively
limited by delay and interference, therefore, tieppsed cooperative strategy can provide significan
gains, when compared to the non-cooperative cagelhss to the closed access policy

4.2.3 Interference Control Based on Decentralized Onlinéearning

4.2.3.1 Problem Statement

In the situation where femtocells work in closecdcess and co-channel operation with the macrocell
system, the interference management task becordeallanging problem. Since femtocells are placed by
end consumers, their number and position is unkntawthe network operator, so that the interference
cannot be handled by means of a centralized fra;yuplanning. Therefore, in this section, femtocaelle
modelled as a decentralized system able to autonsingelect their downlink transmission power per
Resource Block (RB) in order to manage the aggeegaterference they may generate at macro ushes. T
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interpretation we give to autonomous decisiongsetin the self-organization theory, where eachdeetit

is an agent able to evolve coherent behaviourséordance with the environment [36]. When multisatge
systems have to deal with interdependent and dynanoblems, (i.e. agents cannot have an environment
representation) the agents conforming the systencalted reactive agents and have to act usingiktsn
response type of behaviour [37]. As a form to immet reactive agents, Machine Learning (ML)
introduces the concept of Reinforcement Learninig) (Rrhich works based on learning from interactions
with the environment, and on the observed consempsewhen a given action is executed. From the RL
methods we focus on the Q-learning Time Differefid®) algorithm, since in the considered problenis it
required an incremental learning method, able tapadio the environment online and without
environmental models [38].

4.2.3.2 Algorithm overview of Q-learning algorithm

It is assumed that the environment is a finiteestdiscrete time stochastic dynamical system, ag/stin
Figure 4-12. The interactions between the multirhggystem and the environment at each time instant
corresponding to RB consist of the following sequence: 1) The agesgnses the state of the environment;
2) Based on the perceived state, agaeiects an action (i.e. a transmission power Je8¢lAs a result, the
environment makes a transition to the new statelh® transition to the new state generates a réturn
agenti; 5) The return is fed back to the agent and tloeqss is repeated. The objective of each ageat is t
find an optimal policy for each state, to maximemme cumulative measure of the return received over
time.

Femtocell

L pretum > fearming %Lﬂ

RB r

action
I

Environment

-
-
-

Figure 4-12.Learner-environment interaction.

In our system the multiple agents with learningatalities are the femto Base Stations (BSs), sb ftita
each RB they are in charge of identifying the autrienvironment state, select the action based eQth
learning methodology and execute it. The detailgaamation of this solution can be found in D 434][

It has to be noted that the decentralized Q-legr@ilgorithm, as any other learning scheme, needs a
learning phase to learn the optimal decision pedicHowever, once completed the learning proceds an
acquired the optimal policy, the multi-agent systerkes only one iteration to reach the optimal powe
allocation configuration, when starting at anyialistates(1 S .

4.2.3.3 Simulation Results

The scenario considered for validating the propcmggroach is described in D2.1 [82] and is based on
RAN4 3GPP documents. Simulation results are obdafoe one macro cell of are@A, where different
block of buildings are deployed, according to tbaldstripe model proposed by 3GPP.

Figure 4-13 shows the probability that total trarssion power of femtocellexceeds the maximum power
PF max. Simulations are run for BF max = 10 dBm. Itcan be observed that the probability

max

femtocells, and that when the probabilitfyvisiting random statesis set to zero (at iteration 200000i),
decreases faster. Further results regarding thii@o can be found in deliverable D2.1 [82].

oferfl pi'F > PP decreases with iterations reaching very low valdes, low and high density of
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Figure 4-13: Maximum total transmission power exced for a femtocell with different femtocell
density

4.2.3.4 Daocition Algorithm Overview

However, in the context of decentralized multiaggrstems, the environment perceived by a giventagen
no longer stationary, since it consists of othetesowho are similarly adapting. The dynamics ofrlizey
may thus be long and complex in terms of requirpdrations and memory, with complexity increasing
with an increasing observation space. A possibligtisn to mitigate this problem, to speed up therhéng
process and to create rules for unseen situations facilitate expert knowledge exchange amoagners.

To this end, the novel concept referred to as tecitadio was introduced in [39]. Whilst the empbas
cognitive radios is to learn (“cognoscere” in Latithe focus of docitive radios is on teaching ¢die” in
Latin). It capitalizes on the fact that some nobase naturally acquired a more pertinent knowlefige
solving a specific system problem and are thus bteach other nodes on how to cope under the same
similar situations. The high-level cognitive radiogerational cycle, consists in acquisition, decisand
actuation processes. We extend this cycle by ttieduoction of the docitive functionalities, givey the
docitive entity, as shown in Figure 4-14. The asijin unit provides quintessential information tbé
surrounding environment. The core of a cognitidiagas without doubt the environmental state dejeihd
intelligent decision engine, which typically learfrem past experiences. With the decision taken, an
important aspect of the cognitive radio is to eaghat the intelligent decisions are being caraet] which

is handled by the action unit. The docition unishao main tasks, the knowledge relation and the
knowledge dissemination and propagation among agé@tiose tasks have to be realized under the non-
trivial aim of improving the own or other agent&alning process and performance. As shown in Figure
4-14, the docition unit is linked to the intelligetlecision unit and communicates with the othemégje
docition units. By these means, each docition bnitds its relationships with the other agents he t
system and decides on the key docitive parameters.

Daocition

Figure 4-14.Docitive cycle which extends the cognitive cycledmpperative teaching.

In our scenario, a femto BS which has recently Iseitched on can advantageously exchange informatio
via a (backhaul) network, through a X2 interfacewsen femtos, with other expert femto BSs in the
neighbourhood, the so-called docitive femto-céllse agents select the most appropriate femto Bi& fro
which to learn, based on the level of expertnesistha similarity of the impact that their actionayrhave
on the environment, as it was presented in D 403 [4
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4.2.3.5 Simulation Results

In the following, we compare the performance ofridependent learning; 2) startup docition; and@) |
driven docition. Figure 4-15 shows performanceseiis of precision, i.e., oscillations around tamgét
SINR. In particular, it represents the complemgntammulative distribution function (CCDF) of the
variance of the average SINR at the control poith wespect to the set target of SINR 20 dB. It can be
observed that due to the distribution of intelligeramong interactive learners the docition stadslithe
oscillations by reducing the variance of the SINFEhwespect to the specified target. More precisatya
target outage of 1 %, we observe that the 1Q driegition outperforms the startup docition by atdaof
two, and the independent learning algorithm bybatué an order of magnitude
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Figure 4-15.CCDF of the average SINR at macrouser.

4.2.3.6 Conclusions

We have presented a decentralized Q-learning apprfm interference management in a macro-femto
network to improve the systems’ coexistence. Howethee main drawback of the proposed scheme is the
length of the learning process. As a result, weeHacused on the novel paradigm of docition, withick

a femto BS can learn the interference control paditeady acquired by a neighbouring femtocell ahic
has been active during a longer time, and thusngasignificant energy during the startup and leagni
process. Notably, we have shown in a 3GPP comp$ieahario that, with respect to decentralized Q-
learning, docition applied at startup as well asticwously on the run yields significant gains émns of
convergence speed and precision. The proposedingaaigorithm requires some information from the
macrocell system regarding the macro user perfocmamhis information is proposed to be conveyed
through the X2' interface, introduced in delivembl 2.2 [68]. These solutions are explained in nu@til

in deliverables D 4.1 [34] and D 4.3 [40], wheretlier results can be found. Furthermore, in secti@6

we present a solution which allows femtocells ermein a completely autonomous fashion, i.e. wittany
communication with the macrocell.

4.2.4 Self-Optimization of Antenna Tilt (with fixed relays)

4.2.4.1 Problem Statement

The scope of this contribution is focused on SpédEfficiency (SE) enhancement on the access link o
Outdoor Fixed Relay femtocells (OFR) through Selfi@hization (SO) of eNB antennas tilt.

OFR are different from conventional femtocells aslike femtocells, OFR generally have an over tine a
inband back haul link called access link, to rdlag traffic data to and from their donor eNB. Taxess

link requires radio resource partitioning betwebha €NB and OFR to avoid mutual interference. Such
additional partitioning of resources is bound taéhaegative impact on the spectrum reuse efficieafcy
the system and hence capacity. Therefore, it iy desirable to optimise the spectral efficiencytlod
access link so that less fraction of radio resaiftave to be allocated to OFR access link and more
resources can be used to provide service to usanshtack hauling. In this contribution we presenbugel
framework and the preliminary results of SE enharex on the access link through SO of eNB antenna
tilts.
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The problem is then to optimize system wide antdiltsato maximize the aggregate throughput at ssce
link of all the OFRs. For detailed mathematicalnfiafation and analysis, interested readers arereefdo
[40].

4.2.4.2 Design of SO Solution

The optimization problem as depicted above is aptexnonlinear multivariable optimization problem.
Even if it could be solved easily, its solution Mvequire global cooperation among all eNB’s ie Hrea
and hence would not be scalable and agile, andftrerwould lack SO.

In order to achieve a SO solution, the complexftjhe problem needs to be reduced, such that litgico

can be executed locally in a distributed manneer&lare two main reasons of complexity in this ol
firstly the large scale vector optimization overctoe Gt'i\l't that has as many components as number of
sectors in the system i.¢N| which prevents scalability. Secondly the mutualipling between these
variables that require global cooperation is anotleason of complexity of the problem. In order to
disintegrate this complex global problem into siempocal problem, we propose to aim for sub optimal
solution as suggested in [41].

By not aiming for optimal solution, the tilt optimdtion can be done locally. To enable this loctibsa we
propose the concept dfiplet. The triplet is a fixed cluster of three adjacantl hence most interfering
sectors. The original global optimization probles discussed above can be solved within each triplet
independently to determine the optimal tilt anglebe adapted and maintained by each triplet foergiv
locations of OFR within that triplet.

The execution of this solution in each triplet ipdadently, results in achievement of the systenewid
objective, approximately. We call this framework -BSOF (Tilt Optimization through bio-mimetic SO

Framework), as the basic idea of decomposing globgctive into local objective is inspired from SO
systems in nature. In next sub-section we presemesnumerical results to demonstrate the poteafial

TO-BSOF.

4.2.4.3 Simulation Results

In order to assess the potential gain TO-BSOF dad,ynumerical results for two different set o€dion
of OFRs in triplet are obtained, as shown in FigtH¥6
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Figure 4-16: Average spectral efficiency per link ad the Jain’s fairness index among the access links
within a triplet are plotted as function of tilt angle of two sectors while third is fixed at 13degree.
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It can be seen that depending on the location dR©F gain in spectral efficiency from 1bps/Hz to
2bps/Hz can be achieved on average within eacletripnd hence system wide, through TO-BSOF. To
investigate the impact of TO-BSOF on fairness, '3atairness Index (JFI) is also plotted. It is ietting

to note that optimal tilt angle for maximum faireesmong access links throughput are different than
optimal tilt for maximum spectral efficiency. Netleeless, it is anticipated that fairness among sctink

is not an important performance objective as langignificant gain in spectral efficiency can baiaced
and TO-BSOF seems promising in this regard.

4.2.4.4 Practical Implementation of TO-BSOF

TO-BSOF is implementable in a distributed and seffanizing manner and performance close to optimal
can be achieved. The main advantage of TO-BSORaisit does not have heavy signalling overheads
associated with it. A negligible amount of signadliamong the sectors within triplet is required to
determine the location of OFRs. This signalling tendone through X2 interface and needs to be done
only when location of OFR is changed.

Another advantage of TO-BSOF that makes it pragmiatthat because of its highly localised naturis it
very agile as it has no intrinsic delays causedekgessive global signalling or complex coordination
Therefore, TO-BSOF can be implemented in an onia@ner using event-based triggering mechanisms.
The execution of TO-BSOF can also be periodic iro#H#dine manner. Such off-line execution will not
require real time position information of OFR ldoas, rather it can rely on off-line informatiom ¢ase of
periodic execution the time period of re-executiam range from minutes to months and can be setibas
on the statistics of the long term variations afation of OFR in the area of interest.

4.2.5 Relay and Backhauling

4.2.5.1 Problem Statement

The proliferation of wireless services with stringejuality of service requirement is driving networ
operators to search for new solutions for wirelessrs and their serving stations to be closer éoamother

so as to enhance the coverage and capacity ofgeedration wireless systems. In this respect, the
deployment of small cells overlaid on existing aldt networks and serviced by low-cost, low-power,
femtocell base stations (FBS) has emerged as aigimgrtechnique for improving the indoor wireless
coverage, offloading data from the macro-cellulatwork, and enhancing the overall capacity.
Cooperation has been identified as an importantnsi¢a improve the overall network capacity, which
materializes in different means (relaying, explmitordination among tiers etc). However, allowingts
cooperative techniques requires an efficient bagktiat connects the femtocell and macro-cell tigise
nature and properties of this backhaul will strgnighpact the overall network performance as welthas
potential performance gains from cooperation. Thekbaul takes central stage when dealing with macro
femto/picocell coordination and constitutes theegbye of this work. In fact, the heterogeneous and
unreliable nature of the femtocell backhaul learla fundamental question: should the femtocellsause
over-the-air (in-band) backhaul which requires gigant spectrum resources but can guarantee rahson
delays or should they use a wired backhaul whidsdwt require any spectrum resources but couttttea
significant traffic delays? The answer to this disesis particularly important in order to enabkvanced
techniques such as femtocell relaying. In shortpvaose a novel approach for interference manageme
which leverages cooperation between the macroacellfemtocell tiers while jointly optimizing the ace

of an appropriate backhaul supporting this coojmratn the proposed approach, macrocell userseak
the help of neighbouring open-access femtoceltzder to improve their uplink data rate while takinto
account the constraints introduced by an underliigtgrogeneous backhaul.

4.2.5.2 Network Model

We consider an uplink macrocell transmission withsmall cell base stations. L& denote the set of
sub-carriers. In the non-cooperative setting, tlieere cooperation/coordination between the madiracel

femtocell tiers, and hence the achievable ratddWE M and FUEK on subcarrien are:

0 _ Omo Pr
R, =log 1+ —2— (4.8)
No+2.97oP;
]
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R, =minslog 1+[\?kf—pk ;C; (4.9)

0 Ik

wherel, =gn; Prr +Z gj; P[ is the aggregate interference experienced bykti FUE andC; is
jzk
the fixed backhaul capacity between theth FBS and the MBSng is the channel gain between nodes a

and b on carrier np} is the transmitted power of UE a on subcarriefime subscript “CLA” is used to
denote the rates that are calculated for classiealo-femto deployment scenario.

In order to improve their transmission rates, th¢éEE and MUEs can cooperate and coordinate their
transmissions. However, one of the key challengesiéploying cooperation in femtocell networksas t
design an adequate backhaul that can lead to mfeaffcommunication between the macro and femtocel
tiers. In fact, the reliability of the backhaul cmttion between FBSs and MBSs is instrumental én th
optimal deployment of heterogeneous networks, heageiring designs that jointly account for accasd
backhaul links. In practice, there are two possipfes of backhaul networks: wired and wirelessictvh
come with the cost and benefits. On one hand, adwbackhaul can provide a reliable platform for
communication which does not require any specésdurces, but often leads to increased delaysodiine t
presence of traffic from various sources. On theiohand, a wireless backhaul provides congestion-f
communication but it requires additional spectresources and can lead to an increased interfeiance
the network. To this end, before delving into tletails of the proposed cooperative approach, wsepte
the considered models for the two backhaul types.

e Wired backhaul: We consider that the packet generation processeatfeamtocells follows a
Poisson distribution, and, thus, we model the eftackhaul of the system as an M/D/1 queue. Let

C; be the capacity of the f-th FBS- MBS link and, thtie total wired backhaul capacif_;‘/
could be given by:z C; < C.
f

»  Wireless backhaul: In this scenario, we account for the increasedrfietence over FBSs-MBS
backhaul links due to femtocell transmissions dierbackhaul with powep; . Here, the rate of

910 P
. . n _ foMf
FBS fisgivenby:R{, =log| 1+ ————
No + 9P,
1#f
Macrocell
base station
Macro user gS(12€ —_
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Figure 4-17: lllustration of the proposed relayingapproach in which MUESs use rate splitting in their
UL transmission.

4.2.5.3 Algorithm Overview: Cooperative relaying between tle macro and femtocell tiers

To enable an efficient co-existence between the metwork tiers, we propose a cooperative approach
using whichever femtocells that can assist nearb}EBlin order to improve the overall data ratesthia
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concept of rate splitting. In this context, each BN builds acoarse X:q’c and afine messageX:q’F

(direct signal and relayed signal, respectively) dach of its transmitted signals as illustrated-igure
4-17. With these two messages, the source MUE supeses two codewords thus, the transmission rates
associated with these messages are such that @& d¢& reliably decode the fine message while tB& M

decodes the coarse message. Mathematically, thisbeaexpressed as follows{; = Xr?w,C + X:q’,:
Moreover, the transmission power allocations of Mi8E’s coarse signal to the MBS and the fine signal
for FBSs arepmC (1 9) Pmand ph e =60 ppwithO< @ <1. In this proposed scheme, a femtocell

with both a good channel gain from a neighbouringBvand a high backhaul capacity can assist the MUE
by first decoding, and subsequently relayindiite message to the MBS over the backhaul. Subsequently
the overall MUES’ transmission rates are improvidére, we consider that, upon relaying MUHi'se
messages, the FBSs can simultaneously servicealeir-UEs using successive interference cancatlatio
(SIC).

4.25.3.1 Wireless over-the-air (OTA) backhaul:

We assume a half-duplex decode and forward (DRpkigtansmission in which both MUEs and FUEs
transmit during the first time slot and FBSs reteth signals (over the backhaul) during the sedond
slot. The uplink rate of MUHET when transmitting its coarse message to its seMB& over sub-channel
Nis given by:

ngqO (1_ 9) prr:q

Rhc =log 1+ —
© N0+Zgj0pj
J

(4.10)

where (L- 6) pis the MUE’s transmission power allocated for toarse message. Similarly, the rate of
MUE mwhen transmitting its fine message to FESver sub-channehis given by:

R, = Iog[1+ oni (9) p:;J

4.11
N+ 1, (4.11)

where the interference term is due (iy: the power used to transmit thearse messages of other MUEs
and(ii)- the transmissions from other interfering FUEse Télayed FBS signal over the wireless backhaul

includes thefine messages of both the MUEs and the FUEs in whidteafraction ofv R{, is allocated

for the MUE’sfine message an(ﬂ.— V)R?Oto the FUE’s signal, wher® <V <1 Since the uplink rate of

the backhaul is interference-limited, the ratehaf telayed signal using DF relaying is the mininmate of
the MUE-FBS link and FBS-MBS backhaul. Therefortge total throughput of thénth MUE’s fine
message is:

Ry = 5 Min{R, R} @12

4.2.5.3.2 Wired backhaul:

In the wired backhaul scenario, the backhaul capadnich is constrained by nature influences thmalfi
rate of the relayefine message. Moreover, the rates of ¢barse andfine messages of MUHEN are given

by:

Imo 1-6) P
Ric logl 1+ =m0y~ Fm_ (4.13)
[ ]WRD g N + E g]o p]

[Rg,FLm:%min{log{n gmf(e)pn’“ n}ucf} (4.14)

No + 1 =Gt Pm
where the fraction of the capacity allocated fer BHUE’s fine messagesu<C;
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4.2.5.4 Algorithm Description: Game theoretic approach forenabling cooperative relaying

In order to benefit from rate splitting and femtibaelaying, the MUEs must be able to appropriately
choose their preferred FBS, given the channel ¢immdi as well as the underlying backhaul constsailmt

this regard, we formulate a non-cooperative gameratthe players are the MUESs, the action are the
transmit power levels and selected femtocell, a@ndllfy the chosen utility metric captures the traffie
between the achieved throughput from relaying &edeixpected delay due to the backhaul constrgimis.
suitable metric for capturing the tradeoff betwéemmughput and delay is that ofsgstem power which is
defined as the ratio of some power of the througlgmad the delay. Hence, using this metric, thatytil
function of any MUEM

Ry(an.a.,)’

a,)= - 4.15
U(am a ) Dm (am'a—m)l ° ( )

where Rm(am, a_m)d is the total rate an® | (am v, )1_6is the total delay experienced by MUE m.

In the proposed non-cooperative game, the choitéiseoMUESs are discrete and relate essentialljhéo t
choice of a serving FBS and the associated powsesl.|&his type of games is reminiscent of the
framework of network formation games in which iridivals interact in order to decide on the friendshi
relationships or links that they wish to form. Téalution of a network formation game is essentially
Nash network, which is a Nash equilibrium of themgathat constitutes a stable network in which
individuals are interconnected through a graph wabh link having an associated “strength” or istign
Similarly, for the proposed MUEs game, the sougiiit®on is essentially a stable Nash network inalhi
no MUE can improve its utility by unilaterally chging neither its chosen FBS nor the associated powe
level. Finding analytical closed-form solutions the existence and properties of a network formation
game’s equilibrium is known to be a challengingktasotably under generic utility functions suchths
one proposed in this work [15]. However, to overeothis complexity, one can develop algorithmic
approaches that can be adopted by the MUEs soreadch the equilibrium of this game. In this respee
propose amyopic algorithm, based on best response dynamics inhWMIJEs optimally learn their best
relaying FBS. The proposed algorithm is composethefe main steps:

Step 1. Neighbouring Femtocell Discovery:Each MUE discovers prospective relaying FBSs by
monitoring the received signal strength indica®8§I) over pilot channels.

Step 2: Iterative Network Formation Algorithm:

Following the discovery phase, each MUE choosedést response which consists of optimizing its
current utility by choosing the relaying FBS and the assted power level. Step 2 is repeated until
convergence to the Nash solution of the game.

Step 3: Rate Splitting: Once the final network forms, the MUEs can perfdh@ proposed rate-splitting
technique in which the helping FBS simultaneoustgatles the MUE'’s fine message and its own FUE
using SIC. Subsequently, the helping FBS transhoth MUE and FUE signals over the heterogeneous
backhaul.

4.2.5.5 Simulation Results

We consider a single macrocell with radius=R400 m in which a number of MUEs and FBSs withiuad
Rf=20 m are deployed. Each FBS serves a single F& maximum transmission power is set to 20 dBm
and the noise level is set to -130 dBm. We us&@IP specifications for path loss and shadowirgpih
indoor and outdoor links. The shadowing standardatien is set to 10 dB while the wall penetratioss

is set to 12 dB. Moreover, both MUEs and FUEs haaeket generation process with rais = A, 150
Kbps, respectively.

Figure 4-18 and-igure 4-19 show the average MUE payoff as a functionhef number of FBSs and
MUEs, respectively. These figures show that thgppsed approach yields a significant improvement ove
the classical approach in which MUEs communicateatliy with the macrocell base station, reachingaip
140% for F = 150 femtocells. Furthermore, it carsben that, as the network becomes denser, thagever
MUE payoff decreases due to the lower rates, ise@anterference, and higher delays. Nonetheless, f
dense networks, it is more likely to have MUEs &&§Es close to one another which enable the MUEs to
achieve a higher payoff using the proposed apprachopposed to the classical method with no
coordination. In addition, we can observe that gaps between proposed scheme and classical case are
increasing as the system gets denser, i.e., thearatility is low for the proposed schemes conagiato

the classical scheme. The utility figures desctit'eecombined behavior of rates and delays sepgrated
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interesting to observe the rate and the delay agglgr Figure 4-18 and Figure 4-20 depict the ayera
utility metric per MUE as a function of the numbmrfemto base stations and number of MUE, for the
classical approach, and proposed approach over wWot#d and wireless backhauls. In addition, the
cumulative density functions (CDFs) of transmissaaiays and rates are presented in Figure 4-19 and
Figure 4-21, respectively. In these two figures,oliserve a reduction in the delays and an impronéme

the data rates when using the proposed approasfresl @nd OTA) as compared to the classical approac
This is due to the fact that the relaying path fes additional rate gains due to the higher capacithe
MUE-FBS link and the FBS-MBS backhaul (as opposeditect transmission). In fact, it is shown tHa t
proposed approach can reduce the delay by 5 tiorethé wired backhaul case and by 10 times for the
OTA case. For transmission rates, both proposeddnénd OTA schemes improve the average rate of
classical approach by 125% and 150%, respectively.

= Clazsical Epﬁ.\rnach I
=i Proposad approach {wirnd backhkaul)
== Proposad approach (OTA backhaul)
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Figure 4-18: Utility per MUE as a function of the rumber of FBSs (M = 5, 37.5 Mbps wired backhaul
and 32 OTA backhaul channels).

i 2
%I:I &0 7o 80

Figure 4-22compares the achievable average utility per MUEafeystem with M=5 MUEs and F = 80
FBSs under different backhaul constraints. As #yeacity of wired backhaul and the number of channel
in the wireless backhaul are increased, the avevHgje utility is increased, in both cases. Howelmsed

on the capacity, a certain backhaul implementatiwined or OTA) may provide a higher average utility
over the other. As an example, the wired backhatii 46 Mbps capacity offers a higher average wtilit
compared to the wireless backhaul with 8 (or lebsinnels while it is less compared to an OTA bagkha
with 16 (or greater) channels. This tradeoff canused to define the appropriate backhaul mechanism
(wired or OTA) based on the resource availability dach.
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Figure 4-20: Average utility per MUE as a functionof the number of MUEs (F =40, 80, 37.5 Mbps
wired backhaul and 32 OTA backhaul channels).
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Figure 4-22: The impact of the backhaul capacity (wired) and nurber of channels (wireless) on the
average achievable utility per MUE. The backhaul iplementation which provides the best average
utility is indicated at each point/combination (theabove simulation is performed for a system M=5,

F=80

4.2.5.6 Conclusions

We have proposed rate-splitting techniques so @&nt@ance the performance of MUEs with aid of open-
access femtocells over a heterogeneous backhaelp&Hormance of MUEs is evaluated by a metric -
system power - which captures both achieved thrpuglnd the expected backhaul delay. Simulation
results have shown that the proposed approachsy®ddo of improvement in throughput and 10 times
reduction in expected delays, compared to the systéth no cross-tier cooperation is available.

Furthermore, we have shown that the proposed apiproan capture the tradeoff between two backhaul
implementation techniques — wired and over-the-hsed on the achievable average utility. The gsegd
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scheme can thus be used to determine the appepeaakhaul implementation whenever the knowledge of
resource availability for both wired and over-thekmckhauls is known a priori.

4.2.6 Mobile Relay Architecture

4.2.6.1 Problem Statement

After the introduction of relay functionality in R0, as part of the 3GPP LTE advanced featuref/5ét
[43], current standardization is focusing on thieaduction of mobility function for relay nodes. &lfirst
relay feature is in fact focusing on fixed relaygroaduced mainly for coverage purposes, whereby the
coverage of an eNB is extended by the introduatiom relay node, which consists in an eNB with eiss
backhaul. Such a device supports a very basic fidrmobility, whereby the relay can be turned offlan
reconnected in another location of the network datbed nomadic mobility). In this regard, procedure
have been defined for the relay start-up to hatidiewith minimal operational costs [43], but n;mtaver

is possible for the relay backhaul link.

Afterwards, other scenarios in which relay couldused for coverage extensions have been considered,
where also mobility of the relay node is playinmare significant role. The most relevant of sucbnseio,
which gives good motivation for the introduction wfobility relay, is coverage extension to moving
vehicles like high speed trains. In this case naot@lays can be installed on the train wagons deige in-

car coverage and this overcoming the high penetrdtiss an indoor UE would suffer otherwise.

According to what captured in [76], the high sp&@aéh scenario can be characterized by trains dpegrat
very high speed (e.g. above 300 km/h) on a knowajedtory (see Figure 4-23 from [76]). Typically buc
trains are sealed and show a high penetrationdbdse radio signal through the shield carriagess-the
users inside the trains are mainly stationary overat pedestrian, providing coverage with a relagenis
attractive.

Sl Moy

Imwﬁrﬁ:m

SANANN s SSNAR
S penE Cell Coverage
- : '- Maohbile Relay Coverage

Figure 4-23 A reference scenario for high speed train [76].

Due to fast moving and shielded carriage, offerjogpd wireless services to users travelling on é hig
speed trains from fixed eNBs faces severe chalenltijee e.g. strong Doppler frequency shift, high
penetration loss, reduced handover success rateeeased power consumption of UEs.

In this regard, mobile relays (when deployed) wobkl mounted on the high speed train and would
communicate with donor eNBs placed along the raillwg outdoor antenna installed on top of the train
carriages, and serves UEs inside carriages by amenna installed inside the carriages. This \way tan
overcome high penetration losses and offer a stadnbelover execution, as well as reduce the useepow
consumption.

Other scenarios like relay-on-the-bus, increasétmad robustness or temporary relay deployment have
been also considered initially as candidate usescésr mobile relay in 3GPP. While they are surely
possible cases for mobile relay, they do not seenpdse such a challenge that would justify the
introduction of mobility functionality for relay mtes. In fact existing eNB and features for Rel-lduld

be already sufficient to cover those cases.
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4.2.6.2 Key Requirements

Different requirements have been derived for théitaarelay [76], here below the key ones are byiefl
summarized:

» The mobile relay study should focus on scenarioghiich both backhaul link spectrum and access
link spectrum belong to the same operator, but eupfor other models shall not be precluded
(different operators for access and backhaul links)

« Both in-band (when applicable) and out-band matglay can be considered, as defined in [12].

« To limit the effort of optimizing the deploymentrfbigh speed train scenario when multiples RATs
are used on the trains, multi-RAT support is comsd for mobile relays, with LTE backhaul but
different air interface technologies (e.g. LTE/3G) on the access link

The mobile relay should fulfil these requirementgth clear benefits as compared to existing sofytio
make the use case viable from a standard and depliypoint of view. In particular dedicated macro
eNBs deployments covering the rail tracks with cimal antennas and introduction of radio repsater
which amplify the radio signal overcoming the cage penetration loss should be considered in this
regard. The comparison involves different aspentsong others spectral efficiency, signalling, hamuo
success, coverage/capacity, complexity and battamgumption [76].

4.2.6.3 Mobile relay architectural aspects

One of the main aspects requiring careful seledsahe architecture of the mobile relay. In relibCfact
the architecture was selected without consideringility aspects and therefore may or may not btablé
when mobility function is introduced. In fact, thetroduction of mobility may be not trivial when
considering the rel-10 solution (see Figure 4-24)the Donor eNB (DeNB) acts as a proxy for S1§Ad
signalling to and from the relay node and embe@sSHGW/P-GW functionalities needed for the relay

operation (e.g. managing EPS bearers for the ret@pping of signalling and data packets onto EPS
bearers).

I .
MME / S-GW _ ) MME / S-GW
//// M
» ,\\Xi@\p}] (ﬁ%
(7 g Ty
it X2 <l L E-UTRAN
"/ “'DeNB
o @
RN
_/

Figure 4-24 : Overall E-UTRAN Architecture supporting RNs [43]

One important principle for the architecture of thebile relay is the selection of the mobility aacpoint
for the relay and for the UE [77].

4.2.6.3.1 Location of the mobility anchor for the Mobile Relay

In Rel-10, the Packet Data Network Gateway/ Serdageway (PGW/SGW) of the relay are co-located
with the DeNB as described in [43]. To support yetaobility and trying to maximize the reuse of the
existing core network design and procedures twaiptesoptions can be considered for the locatiothef
GWs for the mobile relay, as illustrated in Figdr@5:

1. The PGW/SGW are logically co-located with theNBeas for Rel-10 relay architecture; or
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2. The PGW/SGW are a logically separate functiomfthe DeNB (reusing the S1 interface) as for
Rel-8 UE architecture.

PGW/SGW (UE) PGW/SGW (UE)
I PGW/SGW (RN)
PGW/SGW (RN)
DeNB (RN) DeNB (RN)
[

E-UTRA UE E-UTRA UE
Option 1 Option 2
Figure 4-25: PGW/SGW locations for options 1 and £77].
For option 1, in order to support mobility, eithbe PGW/SGW is moved to the new serving DeNB with

each mobile relay handover (option 1A), or an faieg from the PGW/SGW in the source DeNB to the
target DeNB is defined (option 1B), as summarize#igure 4-26

PGW/SGW (UE) PGW/SGW (UE)

| 2 |
PGWI/S, (RN) PGW/SGW (RN) w PGW/SGW (RN)
DeNB (RN) DeNB (RN) New PDN DeNB (RN)
I I established | i
Un Un at DeNB Un Un
I I I I
E-UTRA UE E-UTRA UE E-UTRA UE E-UTRA UE
Option 1.A Option 1.B

Figure 4-26: Support for options 1A and options 1877]

Among the cases, option 1A requires that eitherntlobile relay re-establishes the Packet Data Nétwor
(PDN) connection for handover (i.e., deactivate esattive the PDN at each mobility event whichesyw
disruptive to service since the IP address changes)efine a PGW relocation procedure which presser
the IP address of the mobile relay in order to miné the service interruption, which incurs sigrafit
complexity to update network routing tables in réake.

It seems therefore wise to consider the PGW/SGWiinins of the mobile relay as logically separateairf
the DeNB and reuse the S1 interface towards theBD@gtion 2, which is logically equivalent to optio
1B).

This way the mobile relay SGW can serve as mokdlitghor point for mobile relay inter-DeNB handovers
[76]
4.2.6.3.2 Location of the mobility anchor for the UE

In case of the UE, the PGW/SGW reside in the ceteork and in order to optimize the traffic routifuy
UESs connected via mobile relays while supportingra@bility, two possible options can be considered:
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1. The PGW/SGW are located in the core networkr(@el-8): full reuse of existing procedures but
reduced routing efficiency as the UE traffic trasess two sets of GWs on the core network before
arriving at the relay

2. The PGW/SGW are logically collocated with thehit® relay reusing the Rel-10 principles defined
for Selected IP Traffic Offload/ Local IP AccesdRFO/LIPA): maximum routing efficiency since
the selection of the (relay) PGW/SGW can be op#aiibased on configuration and the expected
route of the train, thus optimizing also routing &E

In this regard, the first option could provide séline solution for mobility that reuse existingppedures
and routing efficiency can be further optimizedaalppting option 2 in addition.

4.2.6.3.3 Architecture alternatives

Based on the principles highlighted in sections&21 and 4.2.6.3.2, the relay-GW/PGW/SGW may be
changed for routing optimization purpose, and ttés be done independently of the relay mobility
procedure (e.g. may be performed after completanglbver). Different architectures can be considéred
mobile relays under these principles [78].

Alt.1 (see e.g. [79])

This architecture is based on the Alt.1 architectlefined for fixed relay in [75], and shown in &g 4-27.
Both S1 user and control plane for the UE are teaeid at relay and EPC and packets of a UE seryed b
the mobile relay are transported by the relay ptre EPS bearers.

MME/SGW (UE)

PGW/SGW (RN) S1-U
S1-U
Un Un

E-UTRA UE E-UTRA UE

Figure 4-27: Alt. 1 relay architecture [78]

Existing handover procedures defined for UE can reesed for the relay itself with some
enhancement/modification in case needed, and b&tlahd relay PDN connections are preserved during
mobile relay handover. The mobility procedure ($8gure 4-28) is therefore identical to inter-eNB
handover defined in [43], with no additional sidim for UE handovers, i.e. the relay handover is
transparent to the UE in both radio access andrutrgork.
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Figure 4-28: Alt. relay mobility procedure [78]

Alt.2 (see [78])

This architecture is based on the Alt.2 architectlefined for fixed relay in [75], and shown in &g 4-29.

In this case, the mobile relay GW/PGW/SGW are ledah the initial DeNB where the mobile relay
attaches for normal operation and kept upon hand®@h S1 user and control plane as well as packet
transport now involves also the relay GW in théiahiDeNB.

Existing handover procedures defined for UE cadhlsti reused, and both UE and relay PDN connections
are preserved during mobile relay handover. Theilibplprocedure is therefore identical to alt.1 eas
except the relay PGW/SGW is always located in tiigal DeNB, with no additional signalling for UE
handovers, i.e. the relay handover is transpacetfiet UE in both radio access and core network.
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Figure 4-29: Alt. 2 relay architecture, with RelayGW and PGW/SGW co-located with initial DeNB

[78].

Alt.2 variations and enhancements

While Alt. 1 calls for simplicity and good reuse @fisting procedures to support mobile relays,2Altas
optimized for fixed relay and further enhancemenéy be necessary to deal with mobility.

One simple option, is to separate relay GW and P&YW from initial DeNBand put them into a separate
mobility anchor while still keeping the S1/X2 fummrality, thus generalizing the alt. 2 as showifrigure
4-30 (Alt.2 solution presented in section 0 candeen as special case where selection was to the

PGW/SGW at the initial DeNB). The mobility procedts the same as alt.2, whereby the mobility anchor
replaces the initial DeNB.

MME/SGW (UE)

Mobility anchor
Relay GW

PGW/SGW (RN)

Source DeNB

Un

Mobile relay

UE

eNB

E-UTRA UE

SN

Target DeNB

|
Un

Mobile relay
UE

S
B
383
8

E-UTRA UE

Figure 4-30: Alt. 2 relay architecture, with RelayGW and PGW/SGW separated from initial DeNB

(78]
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Another possible alternative proposed to enhanceals to_use two Rel-10 relays entitiasthe mobile
relay device [78], as shown in Figure 4-31. These entities act as two relays that attach to two
neighbouring DeNBs, and can provide a similar fiomctas RN handover: initially RN_UE1 connects to
DeNB Celll and all the UEs in the train are serigdRN Celll. When the train moves into the coverafye
DeNB2 Cell2, RN_UE2 attaches to DeNB2 Cell2, andivates RN_Cell2, so that the UEs under
RN_Celll are handed over to RN_Cell2, via S1/X2dwer. When no more UEs are connected to
RN_Cell1, RN_UE1 detaches from DeNB1 Celll, andasés S1/X2 connections, being ready to attach to
the next DeNB cell (e.g. DeNB3 Cell3). The relaytiaver is realized without a relay mobility proceslu
ands each UE performs the same inter-DeNB handiwfared for fixed relays [75], [43]

D4.4 FINAL

MME/SGW (UE)

DeNB1

Relay GW

PGWI/SGW (RN)

eNB

Un

DeNB2

Relay GW

PGWI/SGW (RN)

eNB

un

S

83

858
4

E-UTRA UE

Figure 4-31: Alt. 2 architecture enhancement: duatelay entity [78]

Another possible enhancement to Alt. 2 is the aéatdiof mobile IP(PMIP) function [78]. The basic idea of
Alt2+PMIP is to integrate the functionality of ProMIP (PMIP) into DeNB of Alt2 so that the first Di&

to which a mobile relay attaches can function &sltbcal Mobility Anchor (LMA) for the relay. In the
case of the relay’s handover to a new DeNB, the beNB acts like a Mobile Access Gateway (MAG) to
the relay. By taking advantage of PMIP-related aligmy procedure, user plane transmission of a biiteu
the mobile relay can be accomplished via IP forivaydin the form of PMIP tunnelling) from the LMAbt
the MAG directly, as illustrated in Figure 4-32.this case the handover procedure is enhanced b PM
operations, and path switch for UEs becomes unesacgssince the LMA keeps the mobile relay’'s P-GW
unchanged during mobility.
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MME/SGW(UE)

Initial DeNB Target DeNB
Relay GW Relay GW
S/P-GW (RN) 5 S/P-GW (RN)
+LMA MIP +MAG
eNB eNB
Un Un
| |
UE UE

eNB

E-UTRA UE E-UTRA UE
Figure 4-32: Alt. 2 architecture enhancement: mobé IP [78]

Alt.4 (see [78])

Alt 4 relay node architecture is shown in Figur83&nd was also considered for fixed relay in [Thif
eventually discarded. Like in alt. 2, both S1 umed control plane as well as packet transport mwelves

also the relay GW in the initial DeNB, with contfghne packets of a UE served by mobile relay edriy
SRB over Un interface and user plane bearers bmiegto-one mapped to separate radio bearers on Un
interface.

Existing handover procedures defined for UE calh ks reused, but mobility procedure relies on DeNB
awareness of every UE under the mobile relay, stitined information for each bearer of such UE afd U
context transfer to the target DeNB during hand@veparation phase (see [78] for details).

UE related —— User-UE
S1msg (MME
User-Plane |
data(UE) % S11
I UE
= § (UE)
lrn
LI m UA{ aR o s1.y User-UE
S n onor=e = ser-
% (% — Relay  emmss T (Proxy) || (UE) | SGwWiPGW | P
User-UE _ \—|m7
& s
|:| LE Network Henents &2 @e\a‘l
~m

Relay-UE’'s| S11 | Relay-UE’s
MME (Relay) | SGW/PGW

|:| Rel ay Network Henents
—| P—

Figure 4-33: Alt. 4 relay architecture [78]
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Observations on relay architectures

In Alt.1, the relay node SGW repoints the S1-U &lrfrom the source DeNB to the target DeNB when the
RN performs a handover to the target DeNB. As stelay mobility can be supported reusing the existi
Rel-8 handover principle and this is valid alsc@se the initial relay SGW selection was to a SG¥ is
collocated with the DeNB where the relay establistiee PDN.

In Alt. 2, in order to reuse the Rel-8 handovengiple, the Mobility Management Entity (MME) neeis
switch the S1-U path to the target DeNB for eatariDeNB mobility event. As such, relay mobilityrca

be supported reusing the existing Rel-8 handoviecipte. However the value of the relay GW, whichsy
introduce to terminate the S1 and X2 interfaces thaking the relay to appear to the rest of thevordt as
another cell of the source DeNB and to performdre@oS on the backhaul, seems vanishing when the
relay moves far away.

While no strong differences can be identified betmvélt. 1 and Alt.2 besides the relay GW role (ak®
[81]), in Alt. 4 no relay SGW is included for theotvile relay and therefore it seems drifting apeotrf the
principles illustrated in section 4.2.6.3.1, whére SGW in the core network acts as mobility andbo
the relay.

4.2.6.4 Mobile relay interfaces and procedural aspects

In this section we analyze where the X2 and Slrfeates for the mobile relay can terminate, for a
maximized reuse of the existing design and proeiubifferent alternatives options for where theatel

S1 interfaces terminate for the Mobile Relay. Iditidn we consider the impact of the decision owlto
support group mobility [80].

4.2.6.4.1 Mobile Relay interfacesto the RAN

While in Rel-10 the DeNB terminates the X2 intedfaaf the relay and provides a proxy function toeoth
RAN elements [43], it is worth revisiting this aspeand see what it provides when relay mobility is
introduced.

Key scope of the X2 interface is to provide optiatizmobility and to enable additional functionaktige
support for SON and ICIC enhancements with neighhgueNBs. These functions are beneficial in cdse o
stable deployments, but as the mobile relay is egeto be fast moving on the high-speed traimat
not be able to benefit from X2 features as the m@gring eNBs may be changing quite rapidly.

Given the additional complexity that may derivésseéems therefore more recommendable to not canside
X2 interface for mobile relay and focus only onibasobility provided by the S1 interface.

4.2.6.4.2 Mobile Relay interfaces to the Core Network

Similarly, in Rel-10, the DeNB terminates also ik interface of the relay. By applying the samenai
of section 3.1, it is also worth revisiting thigoast. Two choices can be considered, with ternonadif the
relay S1 interface at the DeNB as or with termomatf the relay S1 interface directly at the MME @(ne
for regular eNBs).

As the relay moves and S1 interface is maintaisiates as well, in order to terminate it at the Belon
relay mobility, the interface needs either to bevetbas well to the new DeNB or to be reset at ealety
handover. In both cases, there are complicatiodspassibly even service disruption, so it is pneferto
simply terminate the S1 interface directly at thB1E| with the reuse of the S1 procedures.

4.2.6.4.3 Procedural aspects

A nice consequence of this is that, given the $drfiace is terminated at the MME, the mobile redag be
assigned a tracking area independent of the DelBhat relay mobility does not require the relay to
change tracking area when moving, which makes é¢l&y mobility transparent to UEs connected to the
relay node. This way no further signalling is nekfler relay handover events.

4.2.6.5 Access link options: LTE-only or multiple RATs acces

The fixed relay introduced in Rel-10 is a LTE nontewhich a regular eNB is connected to the netwmyrk
means of a wireless backhaul, mainly for coveragension purposes. Both access and backhaul lirgks a
LTE-based, and the backhaul is handled by a nesrfatte called Un, which terminates at an upgraded
eNB acting as donor for the relay (also named detNB - DeNB). However, in case of mobile relay, as
the main scope is to provide realisable and higiityuservices on-board high-speed train carria&RP

felt the need to not preclude support for additiomradifferent RATs in the access link, like GSM or
UMTS.
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On one side there is in fact the wish to offer m&w on more than LTE radio access inside the,train
order to serve the needs of different operatorsr-ekample a train coverage could be deployedriot st
collaboration with the railway company and operatederve radio access of different kind and wagle
operators, all from the same backhaul. By using la6Eole backhaul, limits the standardization etiod
ease the deployment and optimization effort fohksgeed train coverage.

4.2.6.6 Conclusions

After the introduction of fixed relay nodes in Re); 3GPP is investigating the possibility to alemgider
mobile relays from Rel-11, with main target higheed train scenarios and related requirements, as
alternative to existing specialized deploymentshsacdedicated macro coverage or radio repeaters, as
illustrated in the initial part of this chapter.ff@rent architectures have been presented, stdrtimg what
considered during the investigation of the fixeldyeand extending them to support mobility procedor

the backhaul link (i.e. mobile relay handover). i@es that, further procedural aspects and few
considerations on access link options have bedudad.

4.2.7 Mobile Relays

4.2.7.1 Introduction

Mobile relays are currently a very hot topic in tB&PP community in which low-power nodes are
mounted on public transportation such as high-spesids and ferries. These deployments pose many
challenges which are unique in their nature andediht from conventional fixed relays and Wi-Fi
hotspots. Notably, mobile relays may operate itoaexl or open subscriber group, and thus needge co
with a large number of onboard users. In addititve high-speed aspect of these vehicles hinders
conventional radio resource management techniqueb ss interference management and mobility
management. As a result, there is a need for iglamsuring high-data rates for onboard users tinou
efficient and heterogeneous backhaul connectiomoimr eNodeBs. Besides, resources need to bedshare
in an efficient manner between onboard users atdbou macrocell users. The focus of this sectioons
the backhaul, which is becoming a key element faargnteeing the many-fold increase in data rates.
Clearly, backhaul is one of the limiting factors wiobile femtocells, and hence, smart backhauling
strategies are of utmost importance. Different fogfeneous backhauls are envisaged, such as wired,
wireless and a combination thereof. The formemi®mag mobile femtocells, whereas the latter is betwe
one or multiple mobile femtocells and one or maimynal eNodeBs. Coordinating these heterogeneous
backhauls in an efficient manner in the case ofl lbalancing, and mobility management is seen as
instrumental. Furthermore, smarter duplexing meshimdsmartly carry out the joint access and badkhau
design, and self-organization are seen as crucial.

4.2.7.2 Proposed Solution

In this section, we describe the proposed solufmmmobile relays referred to as coordinated and
cooperative relay system (CCRS) [40]. CCRS is magu®f a group of mobile relays, each of which is
responsible for a local cell (within a carriagedamhich may have a backhaul link established with a
eNodeB. The CCRS may be connected to multiple eRsde any given time, as well as multiple parallel
backhaul links to the same eNodeB. The donor egllsystem may control and coordinate these mobile
backhaul links, together with smart cooperationwleetn the mobile relays inside the CCRS. A new
interface is defined (crX2) interconnecting the rt@belays, used for cooperation in duplexing ofiera
load-balancing and capacity sharing amongst the MiRs$ the local cells thereof, and connection and
mobility management. The crX2 interface may be @vioe wireless, and if wireless preferably out ofitha

to avoid interference to cellular users. Figureddd@picts the considered network topology with tlemor
eNodeBs and a mobile femtocell train.
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Figure 4-34: Simulation scenario.

4.2.7.3 Simulation Results

The primary assumption made for simulation of t&RS is that the backhaul link (eNodeB to MR) is the
capacitybottleneck of the whole system; therefore it is assumed tiate is enough access link capacity
for the moving relay nodes (MRNs) to share the haadk capacity in an efficient manner amongst the
served users within the train. The access linkoismodeled in the simulator, and the throughputraih
users when served by a MRN is calculated by sirdpliding the backhaul throughput of the MRN by the
number of users of the MRN. It is also assumed thatcrX2 interface connecting the MRNs has zero
latency, and unlimited capacity. Simulations argied out for both full-duplex and half-duplex baekil

link operation. Currently handover is not suppotitethe simulator, so simulations are carried oith\all
users inside the train connected directly to ands®oor through a MRN. The simulator layout consisgts
19 tri-sector eNodeBs, forming a 57 cell centrgblat. The 57 cells are then replicated around tlges of
the central cell layout, to form the 399 cell wagpund model shown in Figure 4-35. The wrap-around
model is used so that there are equal levels ef tgll interference at all cells in the centrgfolat. Macro
UEs are evenly distributed throughout the 57 cécths (blue points). A train consisting of 8 dages is
dropped on the track (cyan) that runs through #iklayout with radius of 4 km (typical for high epd
train lines), such that the whole of the trainlisays inside the central 57 cells. For each sinmatarried
out the train travels over the length of the tratloving 20m every drop. 20 users are evenly digteith
throughout the 8 carriages, each served by the MRiNat carriage. A second train may also be drdppe
traveling in the opposite direction, however fog following simulations only one train was droppedhe
layout. Each carriage has a MR (red points) at deeter, and train UEs (green points) are evenly
distributed throughout and inside the carriagesk(ddue border). The trains UEs are paired with the
MRNSs on the carriage in which they are locatethéfy are connected to the MR, otherwise they airegha
with the closest 57 cells as are the normal maseosu

All MRNs forming a train are independently assigreederving eNodeB based on pathloss. MRNs are
grouped based on their serving eNodeB, and of eathese groups only the MRN with the best link
quality is assigned resources by the serving eNpdeBed on the assumption that the MRNs may
cooperate to share the backhaul resources. Iniaddihe groups may also perform joint detectioroas

all MRNs in the group. The large number of antenoasto 64 in the case of the following simulatioasd

the large antenna spacing of 30m between clugiessides a large diversity gain in this case. &k$ use

the Urban Macro fast-fading model, and shadowinth wiistance dependent correlation. The path-loss
model used for the normal macro users is also urbanro, macro users inside the train have and
additional 20dB penetration loss. The path-loss ehaded for the backhaul link from eNodeB to MR is
“Macro-to-relay” in [12].
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Figure 4-35: System layout generation highlighting the mobile fimtocell’s trajectory.

Since the focus is to investigate the backhaul dgpaf MRNs, a full-buffer traffic model is applieto
users inside the train. For normal macro userdeagenstraint traffic model is applied using prdjmral

fair scheduling, since the purpose of including ragsers in the simulation is to create a realisgitvork
load, and thus interference levels. Train usersiected directly to an eNodeB are considered as alorm
macro users by the scheduler with no rate constrainthe case of full-duplex MRN backhaul link
operation, when MRNs are to be scheduled by an eBlpchacro users are first scheduled, with a fair
upper bound on the amount of resources to be asbignthem determined by the number of users the
MRNSs are serving, and the number of normal maceysusAfter assigning resources to macro users, the
scheduler then schedules all remaining resourcédetstrongest MRN located in the sector. Schedugn
considered over a period of 4 TTIs, and in the aafsbalf duplex operation the scheduler attempts to
schedule all macro users during the time that tiRNMbackhaul link is inactive, in order to maximite
amount of resources available to for the MRN baakhim the case of half-duplex operation the upper-
bound of resources available to normal macro usehgerefore a minimum of 50%.

Table 4-1: Simulation assumptions.

System Bandwidth 10Mhz (50 PRB)
Propagation environment Urban Macro
Base station sites 19 (57cells)
Base-station Tx Antennas 1

MRN Rx Antennas 8

UE Rx Antennas 2

MRN Rx Antenna height 5m

Train velocity 300Km/h

Train carriage length 30m

Train carriage penetration loss20dB
(eNodeB to UE)
Number of Macro users 570
Number of trains 1
Number of carriages per train| 8

(= Number of MRN)

Number of train users 20

Channel samples per drop 300 (1ms between samples =
TTI)

Traffic Model Full-Buffer
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Two simulation scenarios are considered. In the fiase all train users are directly connectetiéatacro
eNodeB. In the second case all train users areewbah to the network through a MRN, with simulation
carried out for both half-duplex and full-duplexckhaul link operation. The average spectral efficie
and throughput are the performance metrics.

Normal Macro User Throughput
1 T T

= Cells serving MRN
Cells only serving macro users
| == Cells senving train users directly

L i
0.05 o1 [

15 a2
Throughput [Mbps]

Figure 4-36: Cumulative distribution function (CDF) of the macrocell user throughput in cells
serving MRNS, in cells serving train users, and ill other cells.

Figure 4-36 shows the cumulate distribution funt{@DF) plot of user throughput for macro usersited

in cells serving MRNs, cells serving train usengdily, and in all other cells. With the chosen dimtion
parameters, a small decrease in macro user thratdbipcell edge users occurs in cells serving MRNs
When train users are served directly however a nargjer decrease in macro user throughput occinis. T

is a result of the fair upper bound set for alloggtmacro users resources in the case of MRN resour
allocation. Figure 4-37 shows the throughput ofntnasers when connected to MRNs with full duplex
operation, MRNs with half-duplex operation, and thean throughput of train users connected direotly
an eNodeB. In the case of the chosen simulatioameters the use of half-duplex MRNs decreases the
throughput of train users when compared to directiynecting to an eNodeB. The full-duplex case
provides better throughput for more than half of thain users however in the Figure 4-37 shows the
throughput of train users when connected to MRNth vuill duplex operation, MRNs with half-duplex
operation, and the mean throughput of train usermected directly to an eNodeB. In the case of the
chosen simulation parameters the use of half-duplBNs decreases the throughput of train users when
compared to directly connecting to an eNodeB. Thkduplex case provides better throughput for more
than half of the train users however in the casdim@ct connection the peak throughput is highetha
expense of normal macro user throughput as showigine 4-36

Train User Throughput
T

= Half Duplex MRN
=== Full Duplex MRN
Direct Connection

1 I
3 35 4

1 1
UU 0s 1 15 2
Throughout [Mops]
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Figure 4-37 cumulative distribution function (CDF) of the train user throughputs.

4.2.7.4 Conclusions

The initial simulation results of the high speeairtrscenario show that in the case of the choseulation
parameters, the CCRS does not improve the throdgbpuwsers aboard the train. However with
cooperation, the CCRS does improve resource shatilogver capacity for the train users, at the ocbshe
throughput of normal macro users in the cells thitis located in. Further research is needed/atuate
the potential system performance improvement pexvidy MRN concept. Another future research topic is
related to the full duplex operation with MRN withe possibility of having some of the distributed
antennas half-duplex whereas others are full duplex

4.3 Distributed SON Algorithms (local)

4.3.1 Replication Dynamics, Fictitious Play and Classica-Learning

4.3.1.1 Problem Statement

When information exchange among femtocells is adldw(either through an explicit OTA signalling or

through the backhaul), the strategic coexistencengmfemtocells can be modelled using tools from
Evolutionary Game Theory (EGT) which was exploredaameans of mitigating interference towards the
macrocell tier. EGT was shown to provide relativdligh gains as compared to classical learning
algorithms (Q-learning among others), by relyingaeoRleNB-GW, which acts as a semi-centralized entity
through which femtocells exchange information itwa-way communication fashion (see [34] for more
details).

4.3.1.2 Algorithm Description

The fictitious play (FP) goes beyond this whiclyé$ another framework that can be defined as faldet

us first assume that femtocells have complete amfbqt information, i.e., they know the structufettoe
game and observe at each tiinéhe power allocation vector taken by all other teeells. This perfect
observation can be enabled through an exchangdasfation through the X2 interface. The FP game ca

be written in a strategic-forg ™ = (K,{Aﬂ}kDK ,{uk}kDK). Here, K denotes the set of players (i.e.,
FBSs). For everyk JK , the set of actions of FRSis the set of power allocation vectors
A ={ ,E"”) a D{O,...,L}, nd N}, where L, [J N is the number of discrete power levels of kBS

The power allocation vector when FBBansmits over sub-carrigt with power levell is given by:

S
g = T P (4.16)

Finally, uk(.) denotes the utility function of FRS Each FBS assumes that all its counterparts play

(11) ’---1]T (L,N))
I I

independent and stationary (time-invariant) mixgdtegies TT; ,0j , where T = kIT ia

iq
and 77, ) = F’I’(pj t) = qf"“)). P; (t) s the transmit power of FBS j at time t. Understaeonditions,
™M)

femtocell K is able to build an empirical probability distribart over each action séd , for all j . Let
1< .
fk,pk(t) :¥Zl:1[pk(5):q§"")} be the empirical probability with which playgr observes that playek
S=!

plays actiong{"" [ A . Hence,[0k ,00p, O A, , the following recursive expression holds:

1 |
= = - 4.17
AN R RO T N (@)
Let Ek'p ()= f,,  be the probability with which playek observes the action profilp_, [J A, at
K jzk
time t, for allK. Let the|A_k| dimensional vectorf, (t) = ( fk,_pkj be the empirical probability
Op_ DA,

distribution over the sef\ , observed by playek . In what follows, the vectoif, (t) represents the belief
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of player K over the strategies of all its corresponding coymates. Hence, at each tinie and based on its
own beliefs, f, (t), each FBgchooses its actiop, (t) = g™, i.e.,

(I,n) Dargmaxuk (p, (t), f, (t))

where for allk , l_Jk(ﬂ)= En[uk(pk, p_k)] where U, (P,, P_) is the utility function of player k

(transmission rate of the FBS conditioned by the BMBINR being above a threshold). It can thus be
implied that by playing FP, players become myopig,building beliefs of strategies used by all other
players, and at each tinde players choose the action that maximizes thetaintaneous expected utility.

(4.18)

On the other hand, when information exchange amfemtocells is no longer possible, different
decentralized learning algorithms can be adoptetebocells so as to mitigate their interferenceaal

the macrocell tier. Among these learning algorithsnihe classical Q-learning which was studiedrzager
details in the literature. In short, every FBStficarries out an exploration phase in which it hsaby
interacting with the environment in a trials-andees manner. After building its Q-table, and preaddhat
the network does not dramatically change, each pB&s the strategies that maximize the observed
rewards over the interaction time of the players.

4.3.1.3 Simulation Results

In what follows, we compare performance resultaimietd through classical Q-learning and EGT, bearing
in mind that contrarily to Q-Learning which is able work in autonomous manner, or with limited
feedback through the X2 interface, EGT requireseatralized controller (i.e., BeFEMTO gateway) to
gather, process, and broadcast information abeuagents.

We evaluate performances in a macrocell scenatio nadius R, =500, underlaid with K femtocells of

radius R; =20, transmitting over N = 8 sub-carriers. We assuha femtocells have L = 3 transmit

power levels. The minimum SINR of the macrocell Ugset to 3 dB for each sub-carrier. The macro BS
transmission power is 43 dBm, and the maximum feom®is 10 dBm. The considered path-loss model is
3GPP compliant. We also assume fast fading andidogral shadowing with standard deviation of 8 and 4
dBm for outdoor and indoor communications, respetyi The discount factor and exploration prob&pili
are set to 0.95 and, 0.5 respectively in the c&elearning formulation [16].

55 :
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Figure 4-38: Convergence of the RL learning algoriims and their impact on the average femtocell
sum-rate for K=50 femtocells and N=8 sub-catrriers.
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Figure 4-39: Effect of femtocell density on the avage femtocell sum-rate, for different learning
algorithms.

In Figure 4-38, we plot the average femtocell sae-for K=50 FBSs underlying one macrocell over N=8
sub-carriers, highlighting the convergence behavioudifferent learning algorithms. It can be retil that
the replicator dynamics [16], fictitious play, Qalaing schemes eventually converge to some stdath/ s
Moreover, the fictitious play showcases the higlesh-rate, whereas the classical Q-learning nends a
exploration phase until convergence is eventua@@ched. On the other hand, Figure 4-39 plots tipadin

of the femtocell density on the average femtoagthsate for the different learning algorithms, = 50,
100, 150, 200, 250 femtocells. A general declinpenformance is perceived as the number of femocel
increases, which reflects the interference-limitedture of the network. Nonetheless, and quite
interestingly, we see that the rate of decreasperiormance is not the same for all algorithms. In
particular, for K=250, the femtocell average suiteraf around 5 bps/Hz is obtained using replicator
dynamics and fictitious play, whereas approximatebps/Hz is obtained with Q-learning.

4.3.1.4 Conclusions

We have analysed one of the tradeoffs facing sp®ll networks, namely self-organization in a totall
decentralized manner and get sub-optimal perforganmcexchange information over the X2 interface or
through the BeFEMTO local gateway and obtain beg@ns. In detail, the fictitious play formulation
exhibits higher gains albeit more information exulga In contrast, the classical Q-learning obtalightly
lower payoffs but requires long convergence time.

4.3.2 Decentralized Femto Base Station (HeNB) Coordinatiofor Downlink Minimum
Power Beamforming (TDD)

4.3.2.1 Problem Statement

A decentralized downlink beamformer design usingrdmated HeNBs is proposed for minimizing the
total transmitted power of coordinated HeNBs subijedixed cross-tier interference constraints &dto-

UE specific SINR constraints. The proposed minimpower beamformer design relies on limited
backhaul information exchange between coordinatediBs. Instead of exchanging full channel state
information between coordinated HeNBs, real vall¢eNB specific co-tier interference terms are
exchanged. Therefore, a centralized controlling isnnot required, and the minimum power beamfoemer
are obtained locally at each HeNB. Coordinatiomeen HeNBs can be handled, for example, using X2
type of interface. Furthermore, setting up coortiimacan be part of the self-organization procedwg
HeNBs. Our focus is on a co-channel deployment atnm and femtocell. In addition of handling co-tier
interference, cross-tier interference constrair@mfHeNBs to Macro-UEs have to be taken into actdaon
other words, beamformers for femto-UEs have to bsighed in a way that they cause minimum
interference for Macro-UEs. To achieve this goal,aalditional constraint is added to the optimizatio
problem which limits the cross-tier interferencemgo at a desired level. Note that eNB pays no ttten
for limiting the interference to femto-UEs when iggéng optimal minimum power beamformers for its
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Macro-UEs. Consequently, coordination between maa femtocells is highly limited. However, some
limited amount of long-term coordination might exuired in order to transfer the M-UE specific sros
tier interference constraint values from eNB to BaN

Decentralized beamforming approach is proposed D based system, and thus, it is fair to assurat th
each HeNB can measure at least the channels otlkltdge users, independent of which HeNB they are
connected to, for example, during the UL transmisgihase of the TDD frame. Furthermore, it is agslim
that the instantaneous interference from eNB totdeldE is known at the HeNB in order to guarantee
femto-UE specific SINR constraints. The interferekaowledge can be achieved in two ways. Firsioopti

is to measure femto-UE channel from uplink soundéignals at the eNB, and then forward it to the
corresponding HeNB via backhaul. This option nesnlsrdination between HeNB and eNB. The second
option is to measure the interference at the fedip-and transmit it to the corresponding HeNB. His t
case, the coordination between HeNB and eNB isreguired. However, both these options might be
impractical because of the high amount of infororatpassing and signalling. Despite the fact thi th
assumption is somewhat impractical, we can obtaifopmance upper bounds for more practical cases
where only partial interference knowledge is avaéaat the HeNB. The proposed method can be degloye
in open or closed access networks.

4.3.2.2 Decentralized approaches to CoMP

We derive a decentralized approach where the dalmleamformers are designed locally at each HeNB
relying on the exchange of coupled real-valuedieo#terference terms between coordinated HeNBs. |
order to turn the centralized problem into a dewdized one, the problem should be reformulated ant
proper form for applying a dual decomposition meth®he dual decomposition approach is appropriate
when the optimization problem has a coupled comtfrand when relaxed the problem decouples into
several sub-problems. Consequently, the original lemel optimization problem can be divided intatw
levels of optimizations, i.e., a master dual prabknd several sub-problems. Sub-problems are sédred
fixed dual variables whereas the master probleim ¢harge of updating the dual variables. In otherds,

the amount of resources used in each sub-problgrends on the resources’ prices set by the master
problem.

4.3.2.3 Numerical results

A simplified simulation scenario with one eNB andH2NBs is considered. Each HeNB serves a single
cell-edge femto-UE. In addition, eNB serves a snllacro-UE. Each user is equipped with a single
receive antenna. The number of transmit antennasaett HeNB/eNB is 4. The simulation scenario is
depicted in Figure 4-40. We assume that both fddfs-are located at the femtocell-edge having idahti
large scale fading coefficients,, , i.e., a;; =a,, =a. Path gain to noise ratio is normalised to 1, i.e.

az/N0 =1, for all users. We define a parameterto denote the pathloss difference between thepgodu

femto-UEs and the Macro-UE. By setting pathlostedéincea to 0 dB we can model a scenario where all
femto-UEs and Macro-UE are located exactly at #learige of macro- and femtocells. On the otheidhan
the cluster of 2 femtocells and the macrocell atally isolated by settingr = oo .

Our focus is to study the required sum power ofrdimating HeNBs for fulfilling the cross-tier
interference constraints and the femto-UE sped®iblR constraints in a block fading scenario. The
elements of the channel vectors are modelled ad. iGaussian random variables. The following
transmission schemes are compared by simulations:
1. Optimal decentralized coordinated beamforming (iahiinformation exchange between HeNBs)
2. Decentralized coordinated beamforming with fixed-tieo interference (further reduced
information exchange between HeNBs)
3. Decentralized Zero-Forcing beamforming (no inforimaexchange between HeNBs)
4. Optimal decentralized coordinated beamforming withoo-existence of Macro-UE (as a lower
bound)
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Figure 4-40: Simulation scenario

Figure 4-41 illustrates the average sum power @flBis as a function of pathloss differenzebetween
Macro-UE and the group of cell-edge femto-UEs, ®etrD dB SINR constraints for each user. Cross-tier
interference constraint from HeNB to Macro-UE i$ &2 10 dB below the noise power level. Note that
eNB employs optimal minimum power beamforming ferving its Macro-UE, and it is not concerned on
the caused interference to femto-UEs. Therefore, ttansmit power of eNB remains constant when
pathloss differencer is varied. Consequently, eNB power is omitted fritwe simulation results. Low user
specific SINR constraints can be interpreted asea being far from its serving BS. Therefore, Fégdrd 1l
models a case where femtocells are located far febhiB. Results show that the proposed optimal
decentralized coordinated beamforming can obtagnificant performance gain over Zero-Forcing
beamforming. Thus, it can be concluded that HeNBrdimation is highly beneficial when the SINR
constraints are low for Macro-UE and femto-UEs.tkeimore, it can be seen from the lower bound curve
that non-controlled interference from eNB to ferhtBs causes significant performance loss for fentimce
Obviously, this is due to the fact that eNB paysattention on the caused interference to femto-UEs.
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Figure 4-41: Average sum power of HeNBs for 0 dB femto-UE and @B Macro-UE SINR targets.
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Figure 4-42: Average sum power of HeNBs for 20 dB femto-UE and®2dB Macro-UE SINR targets.

Figure 4-42 illustrates the average sum power dfiBeas a function of pathloss differengebetween
Macro-UE and femto-UEs, to meet 20 dB SINR constsafor each user. Again, cross-tier interference
constraint is set to 10 dB below the noise poweellelt can be seen that the proposed decentralized
coordinated approach and Zero-Forcing beamformgfgerme achieve similar performance in the case
when both the femto-UEs and Macro-UE have high Skifgets. In this case, nearby eNB is causing
tremendous interference to femto-UEs while HeNBsgha increase their power levels to guaranteedemt
UESs’ high SINR requirements. In addition, HeNBs éd@ generate almost zero interference to Macro-UE
increasing the needed power levels even more. ISINR constraint implies that a user is near to its
serving BS. Thus, the case where Macro-UE has 8IBiR constraint, and pathloss differengeis near 0

dB, models a scenario where femtocells are locagkadively near to eNB. Results imply that in thiad
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of scenarios HeNB coordination might not be beregfiand similar performance could be achieved with
less complex transmission schemes.

i —+— Cross-tier interf. constraint: 0dB
L Cross-tier interf. constraint: -3dB
! —O— Cross-tier interf. constraint; -10dB
| —A— Cross-tier interf. constraint: -20dB
K T S I~ 1 —B— Cross-tier interf. constraint; -50dB

Sum power over MBS and FBSs [dB]

Pathloss difference a between MUE and FUEs [dB]

Figure 4-43: Average sum power of eNB and HeNBs for optimal deotralized coordinated
beamforming scheme with varying cross-tier interfeence levels. SINR targets for femto-UEs and
Macro-UE are set to 0 dB.

Figure 4-43 illustrates the average sum power d @Nd HeNBs as a function of pathloss differemce
between Macro-UE and femto-UEs, to meet 0 dB SIMRstraints when cross-tier interference power
constraints are varied from -50 dB to noise powevel, and optimal decentralized coordinated
beamforming scheme is used. Simulation results stiaw the lowest sum power at the cell-edge is
obtained when the cross-tier interference powestramts are -50 dB below the noise power levehdde

it can be concluded that the cross-tier interfeeefitom HeNBs to Macro-UE should be kept as low as
possible at the cell-edge scenario, and when teespecific SINR constraints are low. When Macroi8E
moving away from the femtocells the performancefedénce between the case with low cross-tier
interference power and the cases with higher diessnterference powers, begins to decrease. Wien
pathloss differencexr is over 10 dB, the lowest power is achieved ifssrtier interference power
constraints are set to 10 dB below the noise leMais implies that, in some extent, the further yaze
Macro-UE is from the femtocell-edge the more cridssinterference HeNBs can cause.

4.3.2.4 Conclusions

A decentralized minimum power beamforming desigingisHeNB coordination was proposed. The
objective was to minimize the total transmitted powf coordinated HeNBs subject to fixed crossHaye
interference constraints and femto-UE specific Sid¢Rstraints. The beamformers are obtained loclly
each HeNB relying on limited information exchange eo-tier interference levels between coordinated
HeNBs. The proposed approach allows for a numbspetial cases, where the signalling is reducéideat
cost of somewhat sub-optimal performance. Numenieallts showed that the proposed decentralized
coordinated beamforming is highly beneficial over@Forcing beamforming when the SINR constraints
are low for femto-UEs and Macro-UE. However, whethithe femto-UEs and Macro-UE have high SINR
targets, HeNB coordination might not be benefigiatl similar performance could be achieved with less
complex transmission schemes. An interesting futuogk is to extend the decentralized beamformer
design over coordinated HeNBs to other optimizatigteria, and possibly study the performance irramo
realistic simulation scenarios.
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4.3.3 Dynamic and Autonomous Subband Assignment

4.3.3.1 Problem Statement

In [34], we developed a central subband assignmesthod for femtocell networks called Graph-Based
Dynamic Frequency Reuse (GB-DFR) where subbandassigned to BSs by a central controller. In [51]
we extended the GB-DFR for multi-user deploymenmtd developed extended GB-DFR (eGB-DFR). In
eGB-DFR, subbands are classified into two groupgsary subbands (PSs) and secondary subbands (SSs).
PSs are assigned by a central controller and SSsssigned by BSs autonomously. In this report we
investigate a novel dynamic and autonomous subbasignment (DASA) method that is particularly well
suited for decentralized wireless networks whetg#bands are assigned only by BSs in a distributed wa
The proposed method is designed such that thdérg@ce protection does not coincide with an imbdiée
reduction in the attainable spatial reuse of radgmurces.

4.3.3.2 System Model

Similar to the system models we used for GB-DFR a@&#B-DFR, we consider the downlink of a LTE
system where the system bandwidth consists of pheltsubbands. Each subband consists of a fixed
number of resource blocks (RBs) which are the nhasic downlink resource allocation units for data
transmission. A BS can allocate RBs of the sambauth to multiple user equipments UEs; however, a RB
can be allocated to only one UE in any given cell.

In LTE, UEs can differentiate between the receisigghals from various BSs in their vicinity with thelp
of cell-specific reference signals (CRSs). The ek signal strength observed by Ufom BS, is
determined by

Ru,n = TCRS Gu,n (4-19)

where Trsis the constant CRS transmit power ang, S the channel gain comprising the combined effect
of path loss and shadowing between, B8d UE. Each UE sends a measurement report to its seBéng
including the cell identity with RSRP [26].

Furthermore, an LTE UE is also capable of calcugpti SINR per subband by using the reference signal
It is clear that a UE reports high SINR if the refece signals sent by the serving BS do not face
interference from other BSs. As will be explainatet, such differences in SINR can be used for singo
the most suitable subbands. The signalling of SI®&RIs to a serving BS, in terms of suitable motioia
and coding scheme, is achieved by using the chajuadity indicator (CQI) [42].

Finally, in our system model, we assume that eaShsBnds an indicator to its neighbouring BSs which
cause high interference. A BS is forbidden fromngsthe subband if this subband has already been
indicated as reserved by other BSs. Although sudndicator is not implicitly specified in the stdards, it

can be applied with minor changes on the signatsady defined in standardization, such as theivelat
narrow-band transmit power (RNTP) [43] indicator.

4.3.3.3 DASA Algorithm Description

The main objective of DASA is that each BS in tletwork adapts its subband usage on-the-fly, s@ as t
improve the capacity of cell-edge UEs, without ¢ags sharp decrease in the overall network capdait
order to enable this, we define two classes of antb depending on their foreseen usage: the primary
subband (PS), and the secondary subband (SS). $heaf® reserved for cell-edge UEs facing high
interference. A PS belonging to a particular BSncarbe used by neighbouring BSs which cause high
interference to UEs of the BS in question. Suctaaangement helps to ensure that UEs allocated RBs
from within the PSs experience low interferenceB& intending to use a particular subband as a R8sne

to inform its interfering neighbours so that they bt use this subband. This is done via the traassom

of a so-called PS indicator between BSs. When ad88ives such a message, it does not use the marked
subband, thereby reducing the interference causeis neighbouring cells. The subbands which remain
unmarked, i.e., non-PS subbands, may be used I asBan SS depending on the prevailing interference
conditions. However, SSs enjoy no privileges, thesdbands cannot be blocked at interfering
neighbouring BSs. RBs of SSs can therefore beatkalcto cell-center UEs. The usage of the PS iserea
the cell-edge capacity, whereas, the SS incredsespatial reuse of resources. The classification o
subbands is similar to eGB-DFR, however, in DASAsRre also assigned autonomously by BSs.
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Figure 4-44 An example of subband assignment whetke system bandwidth consists of 3 subbands.

To clarify the aim of the DASA, a toy example oétassignment of subbands by BSs is depicted irr€igu
4-44. According to Figure 4-44, BSauses high interference to some UEs served hyaB8 BS. Since
these UEs are allocated RBs from subbands 1 amdspectively, these subbands are blocked at BS
Likewise, BS, cannot use subband 2 andgB&nnot use 1. Therefore, subband 1 is declareB$hier cell

A, subband 2 the PS for cell B and subband 3 fr@eOn the other hand, UEerved by Bg does not
face high interference from BSand B%, therefore B may allocate subband 3 RBs to J&ithout
causing high interference to YEerved by BS

A BS allocates RBs from PSs and SSs to UEs depgratinthe UES’ perceived interference conditions.
Cell-edge UEs are prioritized for being allocatesl RBs, while the cell-centre UEs can be allocated R
from SS. This results in a fair allocation of resms among UEs in the same cell. For instanceg, iBS
Figure 4-44, serves UEand UE and can transmit data on subband 1 and subbargl BSaand SS
respectively. As UEfaces high interference from B8Sn the SS, only RBs from the PS can be allocated t
it. On the other hand, RBs from both PS and SSbeaallocated to UE In such a situation, for the sake of
fairness, UE gets all resources from the PS and all resouroes the SS are allocated to WE

It is worth indicating that the subband assignmerdone on an event triggered basis which mearts tha
subbands are updated only if there is a change in the fatence environment. Additionally, all BSs are
synchronized with a time duration equal to thatcfo-calledime slot. Between the starting instances of
two time slots, the subband configuration remaimdisturbedj.e., changes in the subband assignment are
only made at the start of the time slots. Each B@putes the subband assignment for the next tiatet sl

+ 1, based on the feedback received by it from itgexetJEs and neighbouring BSs regarding the previous
time slott. The duration of a time slot should be longer tttentime required for receiving RSRP and PS-
indicator feedback.

All the required signalling and subband selectioocpsses are explained in the following subsections
4.3.3.3.1 ldentification of Interfering BSs
Owing to the uncoordinated deployment of BSs, itripossible for a UE to identify the list of intering

BSs in advance. Instead, a global, pre-defined SthtBshold,y;,, is defined which is the minimum

desired SINR for each UE. As mentioned above, tBRIRreports from UEs are used for the identificatio
of interfering neighbours. In every time slot, ed¢h sends RSRP reports of the BSs in its vicinityts
serving BS. Based on the received powers froméharg BS and from the set of all interfering BSg, &

UE, experiences a worst-case SINR)of. If y,, < J4,, then from |, the largest interfering BS is removed
and y,, is recalculated. This process continues iterativetil
Rz: b
—_t—
Yu E:’E_ Ry; +n Yo

e

(4.20)

wheren accounts for thermal noise art_g is the set of tolerable interfering neighbours wkedi using set
notation by:
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I u~ly rem (4.22)

u

wherel .. is the set of removed interfering BSs. The seB8& belonging td , ., must not use the

same subband from which RBs are allocated tq, W& that UE may achieve an SINR of at leajg,

Having knowledge of the sdt, rem» the serving BSof UE, can inform the (potential) interfering BSs of

UE, via a PS indicator when it allocates RBs from B to UE. In this way, the serving BS prevents
those interfering BSs from using its PS and théreeg/,, can be achieved at YBf a BS serves multiple

UEs, then it should perform the same process fdda since each UE has a distinct set of intanfpBSs
depending on its location as shown in Figure 4-44.

As a final remark, increasingy, increases the number of the interfering BSs insttd This way,

urem-
higher SINRs are achieved, but this is traded-dtffia reduced spatial reuse of subbands.

4.3.3.3.2 Set of Available Subbands for Transmission

A BS needs to use a metric to choose the mostiesffisubband in terms of a desired performance
criterion. For this purpose, a metric termed asbaul availability is introduced. The availability a

subband indicates how many UEs experience an SligRehthan),, on that subband in a given cell.

However, if a BS receives a PS indicator from i$ghbour(s), the given BS cannot use that subband.
Therefore, in this case, the availability of thélsand becomes 0 independent of the SINR levelstegpo
by UEs. The calculation of the availability of s@pidls in BS, is as

1. = Z Wyn = ¥m)  ifsisnotblocked
s T Yusu, if 7 iz blocked
0 (4.22)

where/ is a conditional binary function whose output i its argument holds true and 0 otherwise. Here,
yj is the SINR at subband s measured by, biitiUy, is the set of all UEs served by BS

4.3.3.3.3 Assignment of Idle Subbands

Since the subband assignment is determined by &#&B8d on UE feedback, which inherently induces
latency, it is possible that multiple BSs accesssiime subband giving rise to destructive intenfa@eThe
occurrence of such failed subband assignments aseseas BSs learn the nature of their environnmaht a
the network reaches a stable point where BSs ngelomeed to update their subband assignments.
Moreover, frequent changes in subband assignmesd$es a cascading effect whereby neighbouring BSs
are to update their subband selection, which isa®ahe time required to reach a stable resource
assignment. Therefore, we introduce-persistent slot allocation in SS assignmentpipersistent slot
allocation policy [49], when a channel is sensdd liy a transmitter, meaning no other transmitsensd

any packet, the transmitter sends the packet wittohability ofp. In a similar manner, in DASA, an idle
subband may be assigned with a certain probaluiéfyending on the subband’s availability. For a give

subbands, if a UE reports an SINR higher thgn, , then Bg assignss with a probability ofp. If multiple

UEs experience an SINR higher thi , which means availability of, Ay, is greater than 1, then BS

applies thep-persistent protocol 4 times. The probability of the assigniadpy BS, for the next time slot
t+1 can be formulated as:

P, (t+1)=1- (- p)™* (4.23)

A BS updates its subband assignment only if thebadodity condition in (4.23) holds, so that
simultaneous assignment of the same subband byferntg BSs becomes less likely. The subband
selection therefore converges quicker to a stafialie.sIn (4.23), it is obvious that the proliigpiof
assigning a subband increases as subband’s aligilaéiireases. This favours the selection of absurd
that can be allocated to more users with high SINRs

4.3.3.3.4 Primary Subband Assignment

Every BS may only assign one subband as a PS. $hdf B BS remains unchanged as long as another BS
does not send a PS indicator pointing to the B®sent PS. In such a case, among the unblocked
subbands, the subband having the highest availalsiichosen. In order to decrease the collisiah raake
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the system more stable, a BS updates its PS fangketime slot if the probability condition in (4.23)
holds.

4.3.3.3.5 Secondary Subband Assignment

Similar to PSs, the sam,, is set for SSs which means a BS can assign a sddmsma SS if any of its

served UEs experiences an SINR higher thgnon the given subband. However, the assigned sdbban

should not interfere with the PSs of neighbourirg@sBTherefore, the SS selection algorithm firstwakes
the availability of all subbands using  (4.2Bgfore adding any subband to SS set for timetslbt the
BS updates its SS set used for time shot discarding the subbands having zero availgbliécause either
these subbands are banned by the neighbouring BSs RS indicator or all UEs in the cell experience

SINRs lower thany,, over these subbands. Therefore, such subbandstda@mised for the next time slot

t+1. Then, in the set of remaining subbands, the suddbhaving an availability higher than 0 are adibed
SS set with a probability that is calculated using4.23).

4.3.3.4 Simulation Results

The simulated scenario consists of a single ongr&toilding, modelled by a 5x5 grid, according B8RP
specifications [50]. The 5x5 grid represents a sgjtmuilding consisting of 25 regularly arranged agu
shaped apartments. Every apartment hosts a femtwitBS certain activation probability. If an apagnt
contains an active femto BS, it serves a certambar of UEs which are randomly distributed withire t
confines of the apartment. Full-buffer transmissisrassumed such that every BSs assign all availabl
resources from all available subbands to theiresetVEs. For the sake of simplicity, interferenaarirthe
macrocell network is neglected, which may be acdmimgd by allocating different frequency bands to
macro and femto BSs. The system parameters surmedairizTable 4-2 are based on LTE specifications
[50].

Table 4-2: Simulation Parameters

Parameter Value
System bandwidth 20 MHz
Number of Subbands 4
Min. Sep. between UE and BS 20 cm
BS Antenna Gain 0 dBi
Antenna Pattern (Horizontal) @8J = 0 dB (omnidirectional)
Interior Path Loss L=127 + 30lgg [km] whered is the
distance between UE and BS
Shadowing Std. Dev. 10 dB
Max BS Tx power 10 dBm
Thermal Noise Density n=-174 dBm/Hz
UE Noise Figure 9dB
Apartment Dimensions 10m x 10m
Number of UEs per Femto BS 4
Femto BS Activation Prob. 0.2
SINR Threshold v =5 dB
Prob.pin (4.23) 0.25

For throughput calculations, the attenuated andcated Shannon bound is applied, which approximates
the spectral efficiency of appropriately selecteddmiation and coding schemes subject to the actlieve
SINR. Detailed information on throughput calculasocan be found in [34] and [40]. As a final remark
each snapshot of the simulator lasts for 10 timtssDuring the snapshot, positions and shadowahges

of BSs and UEs are assumed to remain unchangeslisTit@gasonable since indoors, the mobility of siger
not as high as would be the case for outdoors.stéugstics, such as SINR and capacity, are cakedlat

the end of the 1Dtime slot,i.e., when a stable resource allocation is achieved.

The performance of DASA is compared to Fractionageency Reuse (FFR) where one BS is assigned
one or two out of four available subbands. For DASAthe first time slotj.e., at initialization, BSs
randomly assign one subband as PS and subsequerdbte their primary and secondary subband
assignment according the autonomous algorithm ibestin Section 4.3.3.3.5.
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Figure 4-45: CDF of SINR
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Figure 4-45 shows the CDF of the achieved SINRhWIASA, nearly all UEs achieve an SINR exceeding
Vi, =5 dB. It is seen that the best SINR performanaiseved by the system where each femto BS only
uses one out of four available subbands.
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Figure 4-46: CDF of User Capacity

Figure 4-46 compares the CDFs of user capacityhefthree methods. Due to the truncated Shannon
bound, despite the encouraging SINR performancebiati by the system employing FFR 1/4, the
capacity saturates at a mere 6 Mbps, implyingdhagh proportion of resources remain unused. Wthie
saturation capacity of FFR 1/4 is doubled over FHR, occasionally idle resources remain unused.
Moreover, the cell-edge user throughput (given bg tow percentiles of the user capacity CDF)
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substantially degrades. DASA, like the FFR 1/4 aysshows very good cell-edge performance (at tve lo
capacity regime), but also shows very promisingt@ehter performance at the high capacity regime.

Table 4-3 Performances of the Compared Methods

Method Cell-edge Capacity Average Cell Capacity
[Mbps] [Mbps]

FFR 1/4 1.54 19.83

FFR 2/4 0.32 30.14

DASA 1.60 35.26

The improvements in overall performance are sunwedrin Table 4-3, which compares the cell-edge
capacity (defined as the 5% of the CDF of user cigaand the average cell capacity. The results
demonstrate that DASA significantly outperforms FFRterms of cell-edge and average cell capacity.
Since SSs are not blocked, more subbands areedtiligth DASA, and hence, cell-center UEs can be
allocated more resources. Therefore, DASA boodtsedge capacity without compromising the system
capacity.

Figure 4-47 shows the percentage of allocated swisbas well as the percentage of the resourcesgfaci
collisions, defined by an SINR below -10 dBg. the spectral efficiency approaches 0 according to
Shannon bound. Since each BS randomly assigns 8nin Bhe first time slot, the percentage of the
allocated subbands is always 25% at the beginditgp, the random subband assignment increases the
percentage of collisions at the start. Then basethe UE feedback, in the second time slot PSsSSsl
are updated. Subband assignment exclusively relpn§INR measurements increases the subband usage
and the collision probability to 70% and 6.7%, exsjvely, in Figure 4-47, because BSs do not knosirt
neighbouring BSs yet. However, before the thircetisiot, BSs receive PS indicators, sent at thenbai
of the second time slot. These PS indicators mesinterfering BSs from using their neighbours’ PSs
Additionally, with the received SINR levels, BSata more about subbands used by their neighbours.
Therefore, the percentage of the assigned resoamescollisions both decrease at the third time. slo
Subsequently, as BSs become more aware of thajhibeirs’ decisions, the percentage of the assigned
resources increases together with a decrease ipetfeentage of the collisions. After the fourthdisiot,
the proposed subband allocation reaches a staiiée st

80 N [ | [ B |

| | | —— Percentage of Assigned Subbands
70 - - - - - | —e— Percentage of Collisions (SINR<-10dB)

60

50

40

Percentage

30

N
20
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Figure 4-47: Percentage of the assignhed subbandsdhtine collisions measured at the end of each time
slot.
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4.3.3.5 Contribution to BeFEMTO System Concept and Objecties

The main contribution of this work is to autonomiguassign resources in femtocell networks that are
characterized by varying interference conditionse Tmethod offers the BS an autonomous resource
allocation limited by its interference environmeftditionally, the method has less signalling oexth as
existing LTE signalling procedures are used and Sy&em reaches the stable point after only a few
iterations. Simulation results demonstrate that BAftains a significant improvement for both celge
user as well as system capacities, compared toeoctional centralized frequency reuse methods. &s th
method relies on the measurements of UEs, it is atbldynamically adapt to the interference condgio
faced in random deployments, thus balancing hightigipreuse of radio resources with interference
protection for cell-edge users. The average ceadicspm efficiency is around 1.75 bps/Hz for single
antenna systems. By adapting the system param@tech as SINR threshold) and using multi-antenna
techniques, higher gains can be achieved.

4.3.4 UE Battery Power Requirements for SON Operations

4.3.4.1 Problem Statement

As a result of the dense femtocell deployments, gritae concern is the resulting substantial povezge

in the small area. In the context of small cellrsréos from an energy perspective, only very few
preliminary results on energy efficiency are ava#a(e.g., see [61], [62] and references therdHoy.
example, the opportunity of switching off some dnsalls during periods of low traffic intensity hasen
discussed in [61], [62]. This is in order to prdpdimit the power usage by the femtocell userseTh
limited power is crucial at each terminal. In thentext of dense small cells, therefore, it will ery
important to design the power resource usage ofi¢mse femtocell deployments. So far, no concem wa
given to the effective battery power usage in th&-énd device from the energy efficiency perspectiv
Thus, we must design effective battery power usaifb respect to the energy efficiency between
collaborative femtocell users.

In this work, we focus on a collaborative powergeghat aims at enhancing the effective energy lopst
the self-organization networking (SON) operatiorihia femtocell users. We elaborate the aggregatempo
usage of the OFDMA based femtocell by analyzinge#factive battery power usage before the power
amplifier by the users. Unlike conventional schemestake into account effective battery power esiag

the channel information feedbacks as well as fer dlata transmission. Using this power usage, it is
proposed to select the number of collaborative dewit users and their power allocation level sd tha
energy efficiency is improved, as compared to theventional case without the SON.

4.3.4.2 System Model

We consideN femtocell user equipments (FUES) in networked @eralis, each FBS comprising of a FUE
in a radiug. For the uplink, the femtocells cognitively sh#éine radio spectrum with a known macro Base
Station, and within the shared spectrum, the oxdhafchannel deployment among tRefemtocells is
considered, which can be feasible by the use ahkface.

Suppose that the channels between FBSs and thair users experience Rayleigh flat fading and
propagation losses, and the channels are knoweqtlsrat the receiver. Here, the channel gain @it

FUE (FUEi) can beh =px r 2 where X, is the channel gain as a chi-squared distributamdom
variable, o denotes a log-normal shadowing, andlis the path-loss with its exponeaiat the distance.

The average power controIF’gra) is assumed to be adopted at the transmitter amtbensates the

propagation loss . The corresponding receiving SINR between RWiEd its FBS can be therefore given
as

p= p—i 20 (4.24)
g

where g2denotes, as the noise, the sum of the generidénéeice on average from the incumbent system
and the variance of the complete valued zero mdditiee white Gaussian noise (AWGN).

At each terminal side, notice that existing reseancthe context of the power control concerns ahly
power allocation level at the output of the powepéifier (PA) and takes into account homogeneous PA

efficiency. In particular, notice that the abovansmit power levePR,r? is the output power of the PA.
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This reveals that the effective battery power usag®re the PA can be writt(ﬂ;‘]rE‘:Por""/7‘l where

n= Pe"1 R, denotes the PA efficiency, as depicted in Figu#84

\%

Pin
—— PA

Pout

Figure-4-48 The power amplifier at each terminal side

Accordingly, the effective battery power usagetetlaSINR from FUE can be represented as

_Xn"'P,
Pe =P (4.25)
o

4.3.4.3 Proposed SON Framework

We propose a framework, where the system power cdrahnel resources are properly distributed to
collaborative FUEs. For this, notice the fact tbatevery data transmission, there exist power ssage
following three components: (i) self-organizatiohaoset of collaborative FUEs; (ii) channel infotioa
feedbacks; (iii) data transmission.

As per the set of collaborative FUES, first, we dhé® properly select the size of a subset of collative
FUEs. In particular, for givetN FUEs, only a subset of random FUEs is proposed to be uniformly
selected at every channel realization and thisteleensures that each entry in the subset isllgdikaly
activated.

For the channel information feedbacks, then, witthi& activated subset, the correspondingUEs are
exchanging the channel information feedbacks witirtFBSs for the purpose of system power resource

scheduling. Here for such feedbacks, let the alpoveer allocation level oPr ®be used by each FUE.

For the data transmission, once the channel infiomdeedbacks from a random subsenndfUEs are
available, the power allocation among them for diaga can be done by applying, to the subset, the be
channel gain scheduling scheme (which is well-knéevhe optimal in the sense of the maximum sum data
rate of a fixed set of users.) That is, based enctannel information feedbacks, only the best aymon
FUE-FBS channels is allocated for the data trarsomsat every transmission. The selection critenén

the best is to select the FUE whose index is defiaei := argmax X, . Therefore, the achievable
system rate can be given with the usepfy

C =log, {1+ paPux. ) (4.26)

where P,, we recall, is equal t(PO/fl, a is the given ratio of the desired power level foe thannel

feedbacks to that for the data transmission, a@ditiit noise variance is assumed for simplicityehefter.
Notice that this rate is achieved effectively otlee channel, scaled by the random product of the PA
factors and fading channel coefficients.

4.3.4.4 Effective Power Usage Analysis

We now address how a joint desigmadnd P, influences the power usage by the FUEs in thesgsysEor

this, notice the fact that at every data transmissthere exist power consumptions during all three
components in the proposed framework. Particulaaky,per the power usage model of the multi-user
scenarios in [60], it can be obtained that for\aegiN collaborative FUES, the aggregate power usage by
the FUEs along with the best channel gain scheglgaheme consists of two terms of the power ushge:
power usage for the channel information feedbaokisthe power usage for the data transmission.
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In this context, let alN FUEs be allocated to effective power leW| for the channel feedbacks and the

best among them for the data transmission is choEeen, the aggregate power usage amongNthe
collaborative FUEs can be given as

P ZPr +—P e (4.27)

This expression represents the aggregate powee lhl;atyeN collaborative FUESs in the case when using
no SON operation and is related to the battery pasage before the PA at each FUE. In this equattien
first and the second terms represent the powereusagr the feedback and the data transmission,
respectively. As shown in this expression, each Hw#s equally likely been chosen for the data
transmission (with the probability ofN).

Similarly, for the proposed SON case with the chaén as being less thaN, the uniformly distributed
random selection of collaborative FUEs ensures the equal probabiligt teach FUE can access the

channel for the collaboration. Thereforlg, in this SON case can be statistically written witspect ta

andN as
N
N n_ .., 4
=X | —R,r*+—P,r 4.28
Z(N "N j (29

where Pe"i denotesP,; at FUEI in the case with SON. In this equation, the fiestit represents the power

usage by the self-organized collaborative FUEsh daving the probability of/N to be involved as an
entry in the subset af collaborative FUEs, due to the proposed framewSikiilarly, the second term
denotes the power usage for the data transmissidhebFUEs, each equally likely being as the bestu
with the probability ofl/N.

4.3.4.5 Effective Power Requirement at the Terminal Side

To measure the battery requirement for the SOKeFtUE side, firstly let us consider thigt by all FUEs

is limited toP which is assumed to be given such that the fengorminterference is managed. Intuitively,
for a known incumbent receiver (i.e., macro Basgi&t), the less the power usage by FUEs, the esmall
the impact towards the macrocell Base Station isefims of the interference level. Based on this, we

consider the case whe®™" is limited to P. (i.e., PN < P,).

For given P, andm, then, we must have from above fB;SON <B:
P

P$N ' N

N <P =P, < I (4.29)

n+aZra

m

As shown in this equatlori?e|

is a decreasing function offor givenN and a . This reveals that while the
effective power usag(PT remains below or equal t& , the largern< N, the IessPe"i must be

allocated. The former results in increase in thkaboration gain while the latter does the losstlud
individual channel equality.

Accordingly, when referring to botﬁ’e"i in the above equation adarSON in (4.28), the effective battery
power usage at the best channel for data transmisain be represented as

aP™"
rdi==T (4.30)
o n+a
Using these power requirements, the system speeffaliency can be obtained as follows. When
havingPTSON =P, it can be straightforwardly derived from the abgower level for data transmission

and the system rate in (4.26) that the correspgnsiyistem spectral efficiency (bits/Hz) along witie b
collaborative FUEs is given as
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_ aBn
C=log, |1+ 0—"—x. |.
gz( '0(n+a')ra 'j

Based on this spectral efficiency (bits/Hz) as wadl the effective power usad%SON (W), the ratio
between these can be defined as the energy efficiéEE) in this work and it is measured easily by
C/ PR (bits/Hz/W).

4.3.4.6 Numerical results

When using the proposed scheme, Figure 4-49 depietsnergy efficiency as an exponentially decrepsi
function of the spectral efficiency at various gatd the collaboration. For these curves, it issidered
that there are 20 FUEs available. For comparidos figure also illustrates the energy efficiensyweell as
the spectral efficiency in the case of using thevemtional best channel gain scheduling scheme mdgth
SON, which has 100 percent collaboration userspésthis figure, the trade-off between the energy
efficiency and the spectral efficiency can be ewhdrby a proper selection of the number of collation
FUEs each satisfying the proposed battery powerireqpents.
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Figure 4-49 The energy and spectral efficiencies of the collabative power control among FUEs

4.3.4.7 Conclusions

This section was focused on the SON power utiliratly FUEs, where the impact of the PA efficiencies
of FUEs on the overall power usage of the OFDMA tfisells has been addressed with respect to the
power usages in the channel feedbacks, and thetdeatsmission at each sub-channel. Particularly, we
considered the case when the SON power allocatdwden FUEs each satisfying the proposed battery
power requirements is used to enhance the enedjyhanspectral efficiencies along with the intezfare
management. Via the numerical results, it has beenfirmed that while controlling the size of
collaboration users along with the battery poweyuieements, the proposed scheme is superior to the
conventional case when using full collaboration BW#th no SON power usage with respect to the trade
off between the energy efficiency (bits/Hz/W) ahd spectral efficiency (bits/Hz).

For that end, we considered the orthogonal chadeployment between femtocells each having the X2
interface. Over the X2 interface, it was assumeat ttontext information including, for example, the
spectrum per FBS, the number of FUEs available pteeence of incumbent receiver and the sum power
budget, has been exchanged one another.
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4.3.5 Energy-Aware Self-Organized Networking Enabled Co-Gannel Femtocell

In this section, we consider that a co-channel decetl sharing the spectrum with the overlaid meetas
randomly deployed within a service radius of thecroeell. We design a generic energy usage model in
such a way that energy usage by femto cell usebstht the signalling and the data phases is takn i
consideration. Considering the worst-case scermdrioterference when femto cell users are deplayeal
corner of the femto cell nearest toward the madhoaetonomously self-organizing techniques of the
energy usage at the femto cell are proposed uedéistic constraints.

4.3.5.1 System model and proposed algorithm

Consider a co-channel femto cell network that oppustically operates over the same spectrum as the
overlaid macrocell network. The serviced area lgydb-channel FBS is assumed to be randomly deployed
within the coverage of the macrocell network. Weu® on the uplink of the co-channel femtocell nekwo
consisting of multiple FUEs. Each FUE has a sirajieenna and intends to communicate with the FBS
havingd receiving antennas via orthogonal channels irfréguency domain.

We propose the following distributed admission colndnd radio resource scheduling (RRS) scheme. To
this end, it is worth pointing out the fact thattire context of resource scheduling, there existitherent
phases: control signalling phase, and data phase:

i) Control signalling energy phase (denoted by PhasdnOwhich signalling information is

exchanged,

i) Data-transmission energy phase (denoted by Phasenhjch data transmission occurs.
Unlike conventional approaches emphasizing malmyenergy usage at Phase 1, we take into accaunt th
sum energy usage by all FUEs at bothcontrol and data phases (i.e., Phase 0 and Phase 1).

During the two phases, exchange of both signallind data between the transmitters and the receivers
occurs at every time slot. Particularly, we propiteefollowing:
* Phase 0: By properly selecting a value for the sizadmitted FUEs, the FBS randomly activates

n amongN FUEs at every time slot according to the Uniforistribution. This random selection
at each time slot is used in order to achieve égsramong users in terms of equal probability of
accessing the channel. Due to this random selediiso notice that the entries of the subset of
active FUEs are random. Given a subsenhdctive FUEs, a subset of onhyv active sub-
channels is self-organizediherev is the number of sub-channels per FWtere, notice that the
corresponding entries of the subset are randonrdiocpto the Uniform distribution such that all
the sub-channels have equal likelihood of activatidlso, once active sub-channels are selected,
the average power level for control signalling &ested for the mutual co-existence with the
macrocell.

« Phase 1: In a given subset of active sub-chanmels the control plane, opportunistic data
transmission is performed [60]. That is, amonggtbkset of active sub-channels, only the best is
scheduled for data transmission at each time Fha. selection criterion for the best is to find the

sub-channel whose SINR" is the best among others. As per this criteribe,resulting sum rate
of the femtocell can be given by

C=log(L+ ) (4.31)

In this work, we study a self-organizing problentisthat in a given random deployment of the FBS the
sum energy usagé& by FUEs is maintained below the maximum allowamse well as the cross-

interferencel is less than the tolerance level by the MBS. inigstigated how to self-organize the sum
energy usage among FUEs in order to enhance theapatity of a femto cell-of-interest. Toward taigd,
we take into account the following two constraints:

E<E, and | <1, (4.32)

where E is the sum energy usage by all FUEs at both Phasasd 1, its maximum is limited blg_ .
| = Z|i denotes the sum of the interferences on averatiea¥iBS from all FUEs, and its pre-defined

maximum is| .

Inspired by the recent energy cost analysis foratralable multi-user diversity in [60], our methbicstly
aims to identify the presence of the opportunity dontrolling the inherent energy usage betweet bot
phases. Given a sum energy budget between Phamss D, for example, properly balancing the energy
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usage between the phases can be taken into aceitimespect to the power allocation level per Faitel
the number of active FUEs. This is due to the faat the energy usage depends on the range ottive a
channels and the power allocation level per chagfor the potential of this energy usage balards
referred to the details of the mathematical analgsailable in [40]. Intuitively, given a sum engngsage,
the more energy is used for the context exchanigethe signalling, the less the energy will be usedhe
data transmission. The former is related to theéeaalle gain of the radio resource scheduling, evtiie
latter determines the link quality of the data srission. Based on this intuition, a benefit-costlgsis of
this energy usage balance has been further devklopenhance the opportunities for balancing betwee
the ergodic sum rate and the interference. AsHerimpact of this energy usage balance on the rayste
performance, it has been finally investigated howptoperly select the number of active FUEs and the
power allocation levels so that the system perfoigaas enhanced.

4.3.5.2 Numerical results

When using the proposed energy-aware SON RRM scHé#dle Figure 4-50 depicts the achievable
ergodic sum rate as a monotonically increasing tfancof the average SINR when there are 8 FUEs
available. For comparison, this figure also illagts the conventional greedy case when the beall of
FUEs is allowed for the data at a given power aflion per FUE. As per this figure, the proposeccsah

is superior to the conventional case with respetiié ergodic sum rate.

=7 Self-optimization of P!, and n;p
8 == Conventional scheme

t

e

Ergodic sum capacity, C , (bits/s/Hz)

0 5 10 15 20
Average SINR (dBm)

Figure 4-50: Comparison of the self-organizing casdo the conventional case has been depicted with
respect to the ergodic sum capacity versus the aage SINR

4.3.5.3 Conclusions

We have presented a SON enabled admission comzo$eheduling scheme in a macro-femto network to
improve the sum rate of the femto network. To cistewith the macro, the sum energy usage by thedem
should be limited, which degrades the sum rateheffemto network. To solve this problem, we have
proposed the energy-aware SON RRM that maximizegtgodic sum rate of the co-channel femto under
the realistic constraints on the interference &edenergy usage. For this end, we considered thegmmal
channel deployment between femtocells each havieg® interface with neighbouring femtocells. Over
the X2 interface, it was assumed that medium- mgetascale context information including, for exaepl
the range of the spectrum per FBS, the number dg-8Vailable, and the sum energy budget, has been
exchanged one another. It was shown that as pegrgoglic sum rate, the proposed scheme outperforms
the conventional greedy case which is optimal withthe smart energy usage. These solutions are
explained in [40], where further details and resaln be found.
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4.3.6 Managing Femto to Macro Interference without X2 Interface Support Through
POMDP

4.3.6.1 Problem Statement

In the algorithms presented in Section 3.2.1.3,assumed the existence of an X2' interface between
macrocells and femtocells, which was introducedd@tiverable D 2.2 [68], through which femtocells
receive a bitmap feedback from near macrocellsivatgnt to the Relative Narrowband Transmit Power
(RNTP) indicator standardized in 3GPP LTE [42], atihe interference perceived by the macro usérs. T
assumption of the existence of the mentioned XZrisimportant limitation since it has not been yet
standardized in LTE Release 11 [43]. As a conserpiai the lack of direct communication between
macrocells and femtocells, the interference managertask becomes even more challenging, since the
femto network has to completely autonomously mad@sions without any feedback about the impact it i
having on the victim macro users. To solve thisbfgm, we rely on the theory of Partially Observable
Markov Decision Process (POMDP) [44], a suitabld for decision making in scenarios with some degre
of uncertainty. We assume here that femtocells conicate among each other some information, which is
further specified below.

POMDP works by constructing a set of beliefs abth# current state of the environment based on
empirical observations. In our particular case,libbefs depend on the service perception thatdeefis
estimate at the macro user receivers. We propadefdéimtocells, based on the SINR measured at their
receivers, build a belief set through spatial iptdaition techniques, such as ordinary Kriging [45).
particular, these beliefs are built by first estiimg the position of potential victim macro usenslahen by
interpolating the SINR in those locations. The PORIRarning process is then executed based on this
estimated information. We focus on networked femliogystems for residential and corporative scesari
where femtocells are able to exchange signallifgyimation and interact among each other.

The advantage of the proposed solution is twof@ld.the one hand, it allows femtocells to work in a
completely autonomous fashion, which responds ¢oiribreasing need of self-organization of the diera
network and to the possibility that the X2' intedawill never be standardized. On the other haral/aids
the signalling burden on the backhaul network ihticed by the signalling overhead over the X2' fate
required for the Q-learning implementation.

4.3.6.2 Algorithm Description

4.3.6.2.1 Proposed learning methodology for partially observable environments

In what follows, we propose a methodology consigtirfi four steps for the aggregated femto to macro
interference management for femtocells autonomoobrating. Notice that, the information gathered i
Steps 1 and 2 of the proposed methodology is basa@ferences that will be provided, whereas is thi
work we will focus on Steps 3 and 4, which are aipd in detail in following sections.

Step 1. Femtocells location determinationWe assume femtocells to be able to evaluate tvair
position through femtocell positioning techniqueg..eas those proposed in deliverable D 4.1 [34].
In femtocells, all location determination algoritbrare included in the HeNB Management System
(HMS) [46].

Step 2. Estimation of macro users positionBased on a Motorola's proposal discussed in axpate
filed in February 2011 [47], we assume that evemyeta MUE is in the coverage area of a
femtocell, it attempts an access to it, which mayehiher accepted, in case the macro user belongs
to the closed subscriber group of the femtocellegected in case the macro user does not belong to
it. If the access is rejected, the femtocell is @naf the presence of a potential victim macro .user
We also suppose that the macro user reports abeuRB in which it is operating. When the macro
user is in the coverage area of at least threeofestls, and has consequently attempted three
accesses, we assume that by some positioning teehré.g., by triangulation, the networked
femtocells are able to jointly estimate the positad the macro user. Notice that, differently from
what happens in traditional cellular networks, tiamdover macro to femto in [47], is not started by
the network, but a direct signalling message (ssp@aot to be power controlled) is sent from the
macro user to the femtocell. This is shown in Fégd51, extracted from [47], which represents the
exchanged messages between a macro user and ad¢émitoen the macro user attempts to access
the femtocell.
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Figure 4-51: Messages exchanged when a macro uséeapts to access a femtocell.

Step 3. SINR estimation at macro userOnce the femtocells have detected the presenee of
victim macro user in the coverage area of the fegitmetwork, and have estimated its position, we
propose that based on the SINR they measure, tdgrm a spatial interpolation to approximate
the SINR at the victim macro user position. We qernf the spatial interpolation through the
ordinary Kriging interpolator algorithm [45]. Thestenated SINR at victim macro users will be
required in Step 4 as input to the learning procass macrocell system performance indicator.

Step 4. Learning in partially observable environmets: With the approximated SINR estimated
in Step 3, agents implemented in the femtocellehenough information to learn decision policies
through the theory of POMDP. The estimated SINEhes POMDP's required observation, which
provides information about the state of the envinent.

4.3.6.2.2 Spatial characterization of interference in femtocell networks

In this section, we present the probabilistic asialand modelling of the interference perceivedatro
users. This interference modelling is based omikasurements of the SINR gathered by those fenigocel
which the user attempts an access to, as definegtdp 3 of the proposed methodology. Femtocells
measurements are treated as a realization of @mafiéld, assuming the SINR as a stationary stda@has
process. Once measurements have been gatheredgnith@m field fitting process is performed in two
steps:

1. A structure analysis of the spatial continuity prdjes is performed, which consists of measuring
the variability of the measured femtocells SINRptlgh a variogram model. Then, one of the
available variogram models is selected and progitid.

2. The value at an unmeasured location is estimatedugh an interpolation process using
variogram properties of neighbouring data.

We aim to estimate the aggregated interferencergtateat macro user receivél(x*) , whose location is
estimated in positionx’ . We consider as input the SINRB(X; ),...., Z(x,,) perceived atn known

locations x; ......,X,, which are the locations of the closest FUES receivers. To evaluate the spatial

behavior of the SINR over an area, a variogramyaigmlamong then known locations is required. The
experimental variogram data are computed as theoteg squared increment of the values between
locations x; and x;, characterized as a sample of a random field, asch

y(x . %)) =E[Z(x)-Z(x)))?
More in particular, for the case of a stationagldj it is possible to use an empirical variograasdd on
sample measurements at thedifferent locationsZ(x,),.....,Z(x,) . First, the distance is divided in a set

of lags with separatioh, then distances between measurement Siﬂﬁlﬁ - x]-”, Oi, j, with similar

separation, are grouped into bith;) centered inh; . Finally, the empirical variogram is obtained
through:

N Nm)( )2
W i)—m 21: Z(x)=Z(x;)

The empirical variogram cannot be used directlytfiar interpolation process because not all theudésts
are present in the sample data, so that a variogradel is required. Variogram models are matherahtic
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functions that describe the degree of spatial dépere of a spatial random field. There are infipite
possible variogram models, and the more commondyl @se linear, exponential, gaussian and spherical.

Variogram models are characterized by ;sig, rangea, and nugget, parameters, as shown in Figure
4-52, whose values are computed through the fifihogess.

* The sill, pg, is the variogram model upper bound. It is eqodhe total variance of the data set.
» The rangeay, is the distancdr where the fitted variogram model becomes constéthtrespect to

the lag distance. For the particular case of expteleand gaussian models (see details of the
models in the following) where the variogram mod®ireases asymptotically toward its sill
value, the term practical range is also used, &gl ¢hosen so that the value of the resulting
exponential or gaussian function evaluated at thetjgal range lag is 95% of the sill value.

» The nuggetc, is the value at which the variogram model intpts¢he y-axis.

The following equations characterize the typicaraples of variogram models and they are represémted
Figure 4-52.

Linear model:

’0°|h| 0<|h < a,

y(h)=1 a
05 » 8 < |h|
Spherical model:
3
Jos 1.5ﬂ—os(ﬂJ : 0<|n < a,
y(h) = a a
08, ay <|h
Exponential model:
0, h=0
= h
v = poll ex;{ 31 |]] hz0
Gaussian model:
0, h=0
v = pe11- ex;{”], hz0
,//
i V4
! /
4
LA
7

Distance h

Figure 4-52: Generic variogram parameters
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The experimental variogram data are fitted to theogram model by matching the shape of the cufve o
the experimental variogram dagdx;,X;), with the shape of the mathematical functig(hn) by least-
square regression. The variogram model parameterthan accordingly determined. The most appropriat

variogram model is chosen by computing the errotwben experimental variogram data and the
corresponding variogram model values in those point

Once the variogram model is selected, the intetjpplgprocedure can be performed. Interpolationvedlo
the estimation of a variable at an unmeasured ilotdtased on the observed values at surrounding
locations. We apply the ordinary Kriging [45] inpetation technique, whose main advantages areitthat
compensates the effects of data clustering (i.ta ddthin a cluster have less weight than isoladath
points) and it provides estimation of errors, whidlows to find the best unbiased estimation ofrtheom
field values between the measurement points. Assyiistationary field, where the mean expectedevalu

EZ(X )=y, is unknown but constant, and the variogram iswkmothe ordinary Kriging estimation is
given by a linear combination such as:

Z(X)=Y.A,Z(x))
j=1

where A; is the weight given to the observed valfigx;) . Weights should be chosen such that the
varianceaz(x*)zvar(z (x*)—Z(x*)) of the prediction erroZ (x")-Z(x") is minimized, subject to the

unbiased conditionE[Z(x*)—Z(x*)J=0. The weights are computed based on the ordinaigiry
equation system:

M) (VOx) e X)) L), X)
Ag | | V(X %) oo M(Xg %) 1 Y(Xg,X)
U 1 1 0 )

where the additional parametgr is a Lagrange multiplier used in the minimizatioh the variance

n
o?(x') to fulfill the unbiasedness conditioch’ A; = 1.
j=1

4.3.6.2.3 Q-learning in partially observable environments

In many real world problems, it is not possible ttoe agent to have perfect and complete percepfitime
state of the environment. As a result, it makessseto consider situations in which the agents make
observations of the state of the environment, wiigy be noisy, or in general do not provide a cetepl
picture of the state of the scenario. This is dyaitte situation of a femtocell network autonomgusl
making decisions without the assistance of the maetwork through the X2' interface. The femtocells
measure the SINR, and through this, they estin#¢tNR at a given position where it has been edéich
that a victim macro user is located. This informatis only a partial and noisy representation efrémlity,
and is in general affected by error. The resulforgnal model to operate in this kind of environnserg
called POMDP [44]. A POMDP is based on a Stateniztor (SE), which computes the agehélef state

b , as a function of the old belief state, the sion and the current observation the agent makése
environmento, as it is shown in Figure 4-53. In this contexhedief state is a probability distribution over
states of the environment, indicating the likeliddbat the environment is actually in each of theisges
given the agent's past experience. The SE can tstraoted straightforwardly using the estimatedldvor
model and Bayes' rule [44]. So a POMDP consists of:

e asetof agents- .

e asetof statesS.

e asetof actionsA.
 acostfunctionC:SxA - R

e a state transition functio®:Sx A - (S)

* aset of observationg .
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Figure 4-53: Basic structure of POMDP technique

Similarly to the case of complete information, gotimal policy cannot be found. To implement a Solut
we rely on the results in [44], where mechanismBrt reasonably good suboptimal policies are gddi
In partially observable environments, the goalasfihd a policy for selecting actions that minimiaa
infinite-horizon, discounted optimality criteriohased on the information available to the agertte. Way
to proceed is to maintain a probability distributiover the states of the underlying environment. dalé
this distributionbelief state, B={b(1),b(2),~--,b(k)} and we use the notatidr(s) to indicate the agent's

belief that it is in states .
Based on the belief state, we can find an appraxmaf the Q-functionQ,, , as follows:

Q= X b(s)Q(s, a)

and we can us€), as a basis for action selection in the envirortm®nce the actiora is selected and

executed, the Q-learning update rule has to be rgzed, so that the Q-valu@(s a) (.ol

corresponding to state and actiona, is updated according to a weight, which is thiebéhat the agent
is actually occupying the state [44]:

Qs.a) - {Qs.a) + 4Q, (5.2}
where AQ, (s, a) is:
AGys (5,0) = ab([c +7 minTa WG] ]
whereb' is the resulting belief state, after the executibactiona.
Now, to define the POMDP system, it is necessarydentify the system state, belief state, action,

associated cost and the observations.
e State: The environment state is characterized as:

s = {Powf ,érm,C,f}
where Pow' is the femtocell total transmission power overRilis, C,f is the femtocell capacity
and (Erm is the capacity of macroceth in RB r estimated by the interpolation method defined in
Step 3.

e Action: The set of possible actions are theower levels. Here, the action selection procedtire
performed based on thg), .

- Belief state: For each learning process, the femtocells havebudd the belief state
B={b(H),b(L)}, defined by two components, il(H) andb(L), which represent the belief of
the femtocell that the capacity at the macrouseabigve or below the threshold, respectively.
These beliefs are the result of the interpolatimtess.

» Cost: The cost equation is given by:

e K Pow' > PP

f
K exp ™ otherwise

~m M
or C,” < Cun

The rationale behind this cost function is thattibt@l transmission power of each femtocell does
not exceed the allowe®zx , the capacity of the macrocell does not fall beb‘&argetCn"fin , and
the capacity of the femtocell is maximized.

* Observations: The set of observation@ is characterized by all the estimations that #matbcell
has to compute, as described in Steps 2 and 3eopithposed methodology, which consist of
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positioning of the macro user, and of the estinmabb the aggregated interference at the macro
user, based on the aggregated interference receywttk networked femtocells.

4.3.6.3 Simulation results

The scenario considered for validating the propagmaroach is described in deliverable D 2.1 [82] &n
based on RAN4 3GPP documents. We present someficigni simulation results regarding the
implementation of ordinary Kriging spatial interptdr, the learning algorithms behaviour, and thatée
and macro systems performance. We will refer to @hkearning algorithm for completely observable
environments as Q-learning, and to the Q-learnilggprahm for partially observable environments as
POMDP.

Results presented in this section were obtained 6f, threshold equal to 1.2 Mbit/s per RB and R=4
RBs. Figure 4-54 represents the spherical modénditcurve for the sample variogram obtained for an
occupation ratio ofp,. =60% . As it can be observed, the fitting curve revehatd the sample variogram

can be correlated depending on the distance. Igitlen results we imposed the commonly used spdieric
variogram model, instead of selecting one fromtatenodels.

60;
sill = 38.848218
range = 54 300000
50[- * i
40
e o
=30 *
*
20
10 ¥ -
#* l:;mpurrcal_;jata
Sphencal fit
% 10 20 30 40 50 60 70 80 80 100

Distance h{m)

Figure 4-54: Variogram fit with spherical model for p,. =60%.

In order to test the ordinary Kriging estimatorfpemance, we compute an Interpolation Error (IE}uirch
a way that the error counter is incremented if ¢apacity estimated at femtocells is above tﬂ'ﬂﬁn

threshold and the actual capacity perceived by onaser is below it and vice versa. Figure 4-55es@nts
the CCDF which indicates how often the IE is aba@egarticular level. As it can be observed, the
probability to obtain an IE higher than 6% is léban 8%. Therefore, we can affirm that, despite the
complexity of the proposed methodology, errors ltegufrom the interpolation process can be toledatt
is also worth mentioning that we are assuming haodstraints to measure the IE. This means that

interpolated values that are very close to theadatalues may still be counted as IEs if the actual the
interpolated values do not fall into the same sitilhe C .. threshold.

We now discuss the convergence capabilities of piteposed approach. We compare the Q-learning
process for both cases of partially and completdigervable environments. Figure 4-56 represents the
probability of being out of capacity threshold agiaction of the learning iterations, for a sceaasith a
femtocell occupation ratio op,, =45%. As it can be observed, in terms of interferertbe, femtocell

applying the learning process with partially obséate environment generates a more unstable perfmena
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at macro user.

This instability is associated @ ittherent errors in the femtocells observatiorsetiaon

which they perform the action selection process.
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Figure 4-55: CCDF of the error of the SINR estimatd by femto BS.
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Figure 4-56: Probability of being out of capacity hreshold as a function of the learning iterations.

Figure 4-57 presents the macrocell and femtoceltaye capacities for partially observable and cetepy
observable environments. As can it be observed leatrning systems keep the macrocell capacity @bov

the Cr'\,fin threshold. As a result, it is demonstrated thaetubh the proposed approach it is reasonable to

operate without the support of X2' interface intjadly observable environments. However, for thetiply
observable case, power levels are selected in & manservative way with respect to the completely
observable case, as a result of the errors in lbisergations. This results in higher macro capaciied
lower femto capacities for the partially observatdese with respect to the completely observable.das

Page 107 (138)



Bd:er@ D4.4 FINAL

this sense, Q-learning with partial information iaeles a poorer load balancing in the network, wisdaie
price to pay for the unavailability of the X2' irfizce.

12 : . -
-¥-Macrocell capacity Q-learning
11 -6~ Femtocell capacity Q-leaming
Macrocell capacity POMDP

10 <& -Femtocell capacity POMDP

__________________

Macrocell and average femtocell capacity (Mbits/s)

45 20 25 30 35 40 45 50 55 60
Occupation ratio Poc (%)

Figure 4-57: Macrocell and femtocell average capagias a function of¥sc .

4.3.6.4 Conclusions

We have presented an autonomous learning algofithrm heterogeneous network scenario, consisting of
macrocells and femtocells working in co-channelrapen, to solve the aggregated interference geéedra
by the multiple femtocells at macrocell receivefée consider 3GPP release 11 compliant architectural
hypothesis, according to which the X2' interfacerfrmacrocells to femtocells is not available. Tdeklof
feedback, which could be gathered through thisi2rface, makes the interference management proble
even more challenging, since femtocells have toamndécisions among themselves in an autonomous
fashion. The resulting theoretical framework to elathe interference management problem is a sttichas
game with partial information, where the agent<isiens affect the perception of the environment of
neighbour nodes, and where the environment isatfsated by the typical dynamics of a wireless stien
This game is proposed to be solved by means othbery of POMDP, which works by constructing
beliefs about the state of the environments. Thiefoeet is built through the femtocells SINR
measurements and by spatially interpolating thenoutih the ordinary Kriging technique. Extensive
simulation results have shown that POMDP algoritisnable to learn a sub-optimal solution, which
guarantees to maintain the macrocell system pedoce above a desired threshold, allowing an
autonomous femtocells deployment and avoidingritr@duction of signalling overhead in the system.

4.4 Centralised SON Algorithms

4.4.1 Central Interference Mitigation between Femtocells

4.4.1.1 Description of the Scheme

Large-scale femtocell deployment comes with somallehges. Among these challenges, interference
between BSs requires more attention, especiallgeitworks where BSs are densely deployed, such as
within enterprises or residential complexes. Fregyeeuse, where interfering neighbours transnti da
different frequency resources (subbands), is useshhance the throughput of cell edge users. Adoess
the remaining subbands is restricted, so as niotedfere with neighbouring BSs. Thus, UEs locdtethe
vicinity of two or more BSs face less interferera@d enjoy better service quality. On the other hand
frequency reuse decreases the network’s overallres efficiency. Unlike macrocell networks, fensatis

are installed by the end user, so that the operatonot determine the locations of the neighboubiage
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stationsa priori. This may result in vast variations of the intesfece conditions experienced by BSs. This
implies that BSs having a lower number of interfgrneighbours can use more subbands than BSsréhat a
in close vicinity to one another. Consequently,onder to increase the resource usage efficiencyy BS
should use as many subbands as possible depentitngio geographic distribution. In this work, aveb
graph-based dynamic frequency reuse (GB-DFR) apprizapresented. The main objective of GB-DFR is
to dynamically assign subbands to BSs, so as toowepthe throughput of cell-edge UEs, without cagsi

a sharp decrease in the overall network throughput.

In GB-DFR, a central controller collects the celéitities of the interfering neighbours from all 8&nd
maps this information onto an interference grapiterfering neighbours are identified based on a pre
defined SINR thresholdy,, which specifies the minimum desired SINR for e&tfb. Then, the central
controller assigns subbands to BSs by applying dified graph colouring algorithm that takes into
account the usage efficiency of subbands. Conwveditigraph colouring algorithms, such as the onermgiv
in [34], colour the nodes of a graph with the minimnumber of colours such that no two connecteaésod
have the same colour. By assuming that each calepresents a different subband, graph colouring
facilitates subband assignment, where two BSs aiadevia an edge in the interference graph canset u
the same subband. The drawback of conventionahgrafouring is the inefficient usage of the sublsand
since each BS is assigned only one subband. Irr twdacrease the spatial reuse of subbands, anBS i
less interfering environment should be able to msee subbands without causing high interferenciésto
neighbours. Shortcomings of conventional graph wihy are addressed with the proposed GB-DFR
scheme, where the subbands are assigned to B3se@ $teps and a cost function is introduced to
maximize the spatial reuse of subbands. Additignall order to increase the fairness for situatiohere

the number of subbands is high, a parametgris introduced. It indicates the minimum number of
subbands that should be assigned to each BS.

The novelty of GB-DFR comes from the flexibility the number of assigned subbands which depends on
the interference conditions of each BS. Those B8 low interference are assigned more subbands.
Another advantage of GB-DFR is its low complexitpgdamodest signalling overhead. The central
controller only needs the cell-IDs of the intenfgrineighbours and determines the subband assigrbyient
graph colouring and search algorithms which have domplexity. For more details, the reader mayrrefe
to [51] and [34]. However, GB-DFR is suitable ofily single user deployments where each BS sergs ju
one UE. As the BS serves more UEs, the utilizattbaubbands decreases. For this purpose, an extende
GB-DFR (eGB-DFR) is investigated that is bettetesiito serve multi-user scenarios with the objectf
increasing the cell-edge capacity whilst maintagnénhigh subband utilization. In order to enabis, tive
define two classes of subbands depending on the#séen usage by a BS: primary subbands (PSs) and
secondary subbands (SSs). The PSs are assigneckbyral controller similar to GB-DFR [51] [34]0 &S

to protect cell-edge UEs facing high interfereritiee PSs belonging to a particular BS cannot be byed
their interfering neighbouring BSs because suchhimurs can cause high interference to UEs of ténB
question. In order to ban/block subbands at therfeting BSs, BSs send a PS indicator to theirfiateg
neighbors. When a BS receives such an indicatararinot use the indicated subband and this way cell
edge UEs allocated resources from within the sd®S4 experience low interference. Secondly, the SSs
belonging to the set of all unblocked (in other e&rnon-PS) subbands are assigned autonomouslpsy B
after PSs are assigned. SSs can be used by a BSdiep on the prevailing interference conditions, b
enjoying no privileges, these subbands cannot bekbt at interfering neighbouring BSs. Resources of
SSs can therefore be allocated to cell-centre @Eing less interference as long as they do notechigh
interference to neighbouring BSs. Consequently,usegge of the PSs boosts cell-edge capacity, wherea
the SSs increases the spatial reuse of resourpesially for multi-user deployments. This is theref a
hybrid method comprising a centralized and a deakm¢d component. The detailed explanation of the
eGB-DFR can be found in [40].

4.4.1.2 Simulations

For simulations, a downlink transmission in a fecelb network based on 3GPP LTE is considered. The
deployment of femtocells is modelled by a 5x5 grithere a single floor building with 25 apartmergs i
used. Every apartment hosts a femto BS with a iceaetivation probability. If an apartment contasns
active femto BS, it serves a certain number of WBgh are randomly distributed within the confiras
the apartment. Full-buffer transmission is assuswh that every BSs assign all available resouroes

all available subbands to their served UEs. Forshlee of simplicity, interference from the macrbcel
network is neglected, which may be accomplishedillycating different frequency bands to macro and
femto BSs. The system parameters are summariZEahile 4-4.
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Table 4-4: Simulation Parameters

Parameter Value
System bandwidth 20 MHz
Number of Subbands 4
Min. Sep. between UE and BS 20 cm
BS Antenna Gain 0 dBi
Antenna Pattern (Horizontal) @aJ = 0 dB (omnidirectional)
Interior Path Loss L=127 + 30lgg [km] whered is the
distance between UE and BS
Shadowing Std. Dev. 10 dB
Max BS Tx power 10 dBm
Thermal Noise Density n=-174 dBm/Hz
UE Noise Figure 9dB
Apartment Dimensions 10m x 10m
Number of UEs per Femto BS 4
Femto BS Activation Prob. 0.2
SINR Threshold v =5 dB
Prob.p used for eGB-DFR 0.25

For throughput calculations, the attenuated andcated Shannon bound is applied, which approximates
the spectral efficiency of appropriately selecteddmiation and coding schemes subject to the actiieve
SINR. Detailed information on simulation environrhemd throughput calculations can be found in [51]
and [34]. As a final remark, each snapshot of ihaukator lasts for 10 time slots. During the snajish
positions and shadowing values of BSs and UEsss@naed to remain unchanged. This is reasonable sinc
indoors, the mobility of users is not as high asidde the case for outdoors. The statistics, siscBINR

and capacity, are calculated at the end of tHB tife slot,i.e, when a stable resource allocation is
achieved.

The performances of fractional frequency reuse,[IHR and eGB-DFR are compared. We use two FFR
schemes: FFR 1/4 and FFR 2/4 where each BS isatlgnéissigned one and two subbands out of four
available subbands respectively. For eGB-DFR, thaber of PS per BS is set as 1.

Table 4-5: Performances of the Compared Methods

Method Cell-edge Cap. Average Cell Cap.
FFR 1/4 1.57 Mbps 19.82 Mbps
FFR 2/4 0.35 Mbps 30.23 Mbps
GB-DFR 1.90 Mbps 27.15 Mbps
eGB-DFR 1.96 Mbps 35.17 Mbps

The capacity performances of four methods are suimethin Table 4-5, which compares the cell-edge
capacity (defined as the 5% of the CDF of user cié§)aand the average cell capacity. eGB-DFR, tike
FFR 1/4 system shows very good cell-edge performabat also shows very promising overall cell
capacity. Since SSs are not blocked, more sublkanedstilized with eGB-DFR, and hence, cell-centiesU
can be allocated more resources. Therefore, eGBfeRts cell-edge capacity without compromising the
system capacity. The results demonstrate that eGR-Bignificantly outperforms FFR and GB-DFR in
terms of cell-edge and average cell capacity.

4.4.1.3 Contribution to BeFEMTO System Concept and Objecties

The main contribution of this work is to assign aexes in unplanned wireless networks that are
characterized by varying interference conditionse proposed eGB-DFR method takes the advantages of
both central and autonomous resource assignmenbages. By assigning the PSs centrally, the system
reaches a stable resource assignment in a sherttich the cell-edge UEs are well-protected. Adaitiky,

by assigning SSs autonomously, a BS gets moréflgyiin choosing subbands available for transiioiss
which increases the utilization of subbands. Sitmharesults demonstrate that eGB-DFR attains a
significant improvement for both cell-edge as wall system capacities for multi-user deployments
compared to conventional frequency reuse methokls.sEheme depicted in this section also compatible
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with the BeFEMTO system architecture. Accordingth@ given deployment parameters, the average
spectral efficiency achieved is around 1.75 bpsMHiawever, these values are obtained by using single
antenna transmission. By using the multi-antenolartigues, we can get higher spectral efficiencies.

4.4.2 Graph Colouring/Graph Partitioning

4.4.2.1 Problem Statement

One of the promising features of small cells isirthgigh applicability in enterprise or domestic
environments, considering buildings with numerofiices or small apartments. Inter-cell interfereigan
issue of major concern in such networks resultirmmf different origins, namely co-tier and cross-tie
interference.

Three key points can distinguish interference manant for small cell networks compared with macro-
cell ones, thus making the inter-cell interfere(i€4) management more challenging:

e Unplanned nature: The home eNodeBs (HeNBs) of small cells are deggogrbitrarily in local
environments like houses or apartments. Hence,cthexistence of multiple randomly deployed
HeNBs in a dense environment, operating at the di@eresed spectrum, provides an additional burden
to ICI mitigation.

« Small Size:In the small size of this type of cells, the ttamfial area-based flexible frequency reuse
methods like Fractional and Soft Frequency Reuseat applicable.

« Level of Interference: Another key challenge is the experienced levelimérference in small
networks. In the legacy ICI management methods,assumed that typically there are 1 or 2 dominant
interferers causing ICI to the cell edge users.ti@ncontrary, in small cell networks, we may have
multiple strong interferers that cause problemsmall cell users.

Considering the aforementioned challenges that Istedll deployments can face, we propose a novel
dynamic graph-based solution that targets the IQ@lgation for small cell networks. Our proposed
framework was inspired from [52] addressing the tiradll OFDMA resource allocation problem in
macro-cellular networks. Here, we come up with @arfework adapted to the challenges of small-cell
networks and therein we propose novel algorithmeftiwiently solve the multi-cell OFDMA resource
allocation problem.

4.4.2.2 System Model

The system is considered as a downlink multi-céHD®IA cellular network that consists of a dense
deployment of indoor small-cells. Each small celserved by a single, randomly located, antennatddn
as HeNB. The entire network is regarded either \wwayan enterprise or domestic environment that
comprisesL HeNBs. Each HeNB served, users and the total number of users in the syssethe
aggregation of the users of &lHeNBs, such that:

M, =LLJ|\/|I (4.33)
1=1

This system also includes a locally central entitgt acts as a control unit that resolves conflictshe
small cell network. Below in Figure 4-58, we illtesie an example deployment comprising a typical BGP
LTE femtocell network which includes a LFGW. The GW is defined as an optional solution for
management purposes mainly for enterprise smdllnetivorks [53] and subsequently acts as a medium
between small cells and the internet backhaul. Noé¢ an interface, defined as X2, is also avadlabl
between HeNBs for signalling exchange purposes.

Page 111 (138)



Bd:er@ D4.4 FINAL

Internet

- Data

Inter-cell
Interference

< > X2 Interface

‘i[;[’f HeNB

Local
Femto-Gateway

Femtocell Network

Figure 4-58: Femtocell Network Overview

Here, the resource allocation problem correspoadbé allocation olN sub-channels that can be reused
throughout the network. However, due to intra-edication policy in OFDMA systems, sub-channels ar
allocated orthogonally between users of the sarhe ce

It is assumed that when an HeNB powers on, itrst® the neighbouring control channel and referenc
signals and subsequently measures the path lasstfrem. Moreover, each HeNB receives the Signal-to-
Interference and Noise Ratio (SINR) reports pedallly from its corresponding UEs. Therefore, the
HeNBs have the knowledge of channel state infoimnafihe corresponding SINR that Uiitexperiences

at the channel n is derived by:

R G mn®
2 RGimn(®) +7

il MxN

(1) = Vmn(0) | V(D) = (4.34)

Where B accounts for the HeNB transmit power per sub-chharfhe total transmit power of each HeNB
is assumed to be fixed and remains the same fodeNB in the network Transmit power is equally
distributed among sub-channels. So, transmit pofveleNB| on sub- channel depends on the number of
sub-channels allocated to its users for a spetditsmission time interval. Consequently, if an Bedbes
not utilize all the availabl® sub-channels, the power transmitted per sub-chaségher than nominal
power per sub-channel in reuse-1.

MoreoverG, ., , is the channel gain between HelNBnd UEm in the sub-channel and /] represents the
thermal noise. Note that the channel gain is mededls a function of path loss, lognormal shadowaindj
frequency selectivity. Downlink SINR is used to idefthe achievable user data rate on each sub-ehann
This is highly dependent on the amount of intet-iceérference experienced by each user.

Rm,n (t) = |092 (1+ P ym,n (t)) (4-35)

Here p is a constant related to the targeted Bit ErrorteR4BER) via the function
p =-15/In(5[BER) [54].

Each HeNBI forms a utility matrix consisting of the utilitiesf its users on different sub-channels. The
network utility function is quite well known in &tature as an indicator of user's "satisfactioasenl on
different factors including experienced delay, aemuality and QoS requirements [55]. A utilitynfition

is intuitively an increasing function of achievahigte on different resources. In our study, thdityti
function can be seen as a function of the usets dde.

Upn = F{R,(D}, Om=1.,M,0n=1.,N,0t=1..,T (4.36)

In this study, network utility is modelled based long-term proportional fairness. Hence, the mcitl-
OFDMA resource allocation problem can be formulasda utility maximization problem stated below,
where the individual utilities map the users’ datition rate to a real number.
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My
maxZiUm’n [ n (4.37)

m=1n=1

Here, a,, is a binary variable corresponding to the allamatiecision for the sub-chanmeby usem, i.e.
a,, =lifusermis allocated sub-channel This variable can generally be formulated asfod:

At ={ay, ©) ]2y, () O} (4.38)

The aforementioned optimization problem faces tivallenges. Firstly, the utility function is relatemlthe
SINR of a usem at the sub-channel However, the SINR measurement cannot be knoworédiie actual
resource allocation as in a multi-cell environmignat allocation of a sub-channel to a user migha affect
the SINR of other users. Furthermore, the integiityumaximization problem as formulated aboveNB-
hard non-convex optimization problem [55]. Thesealle@mges can be seen as a burden to optimize @sour
allocation in multi-cell networks consisting of auliitude of small cells, in similar manner as macedl
counterparts. For that reason, a solution framevsr&quired that manages to solve this problemear-
optimal way using heuristic methods.

4.4.2.3 Solution Framework

In the state-of-the-art literature, a graph-basgdti®n framework was presented in [52] to dealhviite
multi-cell scheduling problem in OFDMA systems.this study, we modify this framework for the small-
cell network case. Subsequently, under this framkwoe propose novel adaptive algorithms that
efficiently solve multi-cell resource allocationgimlem in a semi-centralized way. In this sub-sextibe
scope and the structure of the solution framewsrkriefly highlighted in three following subsect®ors
depicted in Figure 4-59.

Figure 4-59: Solution framework

4.4.2.3.1 Interference Graph Construction:
The first part of the graph-based solution framdwieithe construction of the Interference graph:

* The interference grap® (V, E) consists ol vertices that correspond to users &nedges that show
the downlink interference conditions between users.

» Edges are weighted via discrete costs. Weightslefined based on mutuiaterference conditions on
users in close vicinity and can be classified astoell, Critical Inter-cell, and Potential Inteell and
No-Interference cases.

» The aforementioned graph is fully meshed and ueetional, that meang(u,v) = E(v,u), Ju z vOV

The process of the creation of the interferencelgrean be distinguished by the way HeNBs and the
LFGW coordinate. In our proposed scheme, we consideentralized coordination that involves the
control of a local gateway. In emerging wirelesshtelogies the source of interference can be ifiedtby
each user. In LTE systems at maximum 6 interfecarsbe recognized by each user. In similar mariner,
Wimax systems, the diversity set table keeps tafdke serving BS and up to 3 interferers for easér
[56].

Considering that the users are aware of the idestitf the HeNBs causing high interference, theivisg
HeNB can convey this information to the local colier where the weighted graph is created. Thetéim,
LFGW has all the available information to identife relationship between nodes in similar mannehas
diversity set tables explained above but in muaipser way.

When a HeNB sends the information of its users . #f@W records three key parameters in an interfaren
table which are theServing HeNB, Interfering HeNB, Interferer-link Channel Loss. If this user suffers
from many strong interferers, this results in manyries in the table. It is worth noting that as position
of users and the resulting interference conditioeinge, the entries are updated in periodically
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4.4.2.3.2 Graph partitioning:

Following the interference graph creation, the sécstep is the partitioning of the weighted graph iway
that vertices (users) connected through high cidgé® are separated in different clusters. Consdliguan
set of clusters is created to mitigate ICI by miizimg the intra-cluster sum. By this way, we enstivat
highly interfering users do not co-exist at the sanuster.

The graph partitioning creates a notion of “supssrg” per cluster enclosing a set of users withwalevel

of interference between them. These “super-usarglusters as defined in [52], utilize sub-chanredsa
single entity, thus mapping their enclosed usersatth sub-channel. Hence, a sub-channel alloctdian
super-user corresponds to the allocation to allntbees that are included in that cluster. Thignslar to
Max-K-Cut problem [57]. The concept here provides partitioning of the graph into K cuts in a wagtt
no cut is smaller in size than any other cut. NotltatK is the number of clusters and the size of thescut
the intra-cluster sum weight of edges. In other dsorthe objective is to deliver clusters with lotves
possible intra-cluster sum weight reflecting thetd€l isolation throughout the network.

In our proposed solution, initially the graph mairigiion starts from a node that corresponds toothe
with the best neighbourhood (minimum degree). Tdt®mnale of the choice of a node with the minimum
degree as starting point is that our next-nodeckestiould start from a node that has the highesiben of
good solutions. Thereafter we traverse iteratitbly graph by adding the node that minimizes the sum
weight towards the already chosen nodes. As tisé fiinde is kept fixed, this choice might reflectthe
construction of more efficient sub-graphs, i.e.pimthat have the highest number of nodes undee-a p
defined sum-weight threshold. The constraint heran upper bound targeting specific minimum QoS
requirement, reflecting the tune-ability of thigalithm. When this bound is reached, a clustemnizlized

and the algorithm continues to form another clystemoving the traces of the pre-selected nodeee,He
the outcome number of clusters and the users thexeilynamic depending upon the QoS requirement.

The issue that might arise here is the uniquenéssitmome solution and the degree of sub-optimality
compared to optimal solution. In particular, ifpigssible to have more than one candidate for katiirsy
node and graph traversing where we face equal-wsghtions.

In order to achieve uniqueness, it is still possitd adopt an extra measure resulting into morieiefit
partitioning. Towards this objective, we introduaePerturbation Matrix (PM) to be multiplied witheth
original graph. The matrix serves as a signatur@&ch pair of nodes, considering the relative nbaloss
and previous allocation information for these us€&hge perturbation matrix enables transformatigraph
into a graph with unique weights.

To form the PM, we need to adopt a metric. Here aerage channel loss encapsulating the Pathdnaks
Shadowing effect between the HeNBo the UEu is defined aoss - Notice that this metric is not
dependent on the frequency selectivity effect dng tprovides average information on the qualityhef
BS-to-user link. This parameter characterizes tierference Metricl, for each useu that is exploited to
create the PM.

Loss |,
Loss |,

m

Therefore this interference metric shows for easér uhe total experienced interference by summiieg t
path loss and shadowing of each individual interféink over the total loss of the link between B&rving
HeNB. This metric can be seen as an Interferenc&ignal ratio (ISR) assuming a flat channel.

The next step is the inclusion of this parametets the PM for each pair of usansv. Here, the ratio of
the ISRs for this pair of users determines theupleation matrix. Note that the maximum ratio isemknto
account to be consistent with graph creation gjsatef worst case interference conditions. The PM is
derived by the following equation.

PM,, =PM,, =1+ max{j“.jV}/loq Ou#vOV (4.40)

\

The resulting edge matrix (EM) is the element paiad the PM multiplied by the Edge Graph.

EM,, = PM,, (E(u,v),0u#vOV (4.41)
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The EM replaces the edge graph and the algorithns @according to the new unique weights. This
manipulation of the initial graph introduces anemitative version of the proposed Graph Partitioning
algorithm to deal with the issues that arise inislen making.

4.4.2.3.3 Channel Assignment:

The partitioning of the graph leads to the creatbbsuper-users as outlined above. The key task isetio
assign the sub-channels to the super-users inamamal manner. This problem is essentially veryikir

to SNR maximization problem in single cell scenalitere, our objective is to maximize the network
utility; however instead of users, clusters of sgsuper-users) are engaged.

At first, the proposed algorithm iteratively assigdusters to sub-channels to find the cluster i
maximum weighted sum-capacity per sub-channel. Mete that utility-maximization is used instead of
capacity maximization to ensure proportional fagsbetween clusters of users.

However, an important issue arises regarding theepallocation. This originates from the fact thia¢
proposed graph-partitioning algorithm creates aade number of clusters assigning different amanfnt
resources to them. The aforementioned challenggresgan adaptive power allocation algorithm onabp
the channel assignment strategy. Here, we adoptedeeative near-optimal solution as in [58]. The
concept in this algorithm is to iteratively adjtise power per resource for each HeNB based onltiséec
channel assignments. Hence, for each iteratiotr#imsmit power per resource and consequently fligy ut
functions per sub-channel are updated for all #ers1 The outcome utility values are extractedhatiast
iteration where all the sub-channels are allocated.

4.4.2.4 Numerical Results

One of the promising applications of small cellstheir deployment in the enterprise domain or in a
residential building consisting of several apartteermherein, we introduce a LFGW that supports a
number of HeNB in a number of small-cell blockseT®mall-cell deployment used in this study is a 3x3
grid of femtocells-apartments as can be seen inr€ig-60. In this deployment, each HeNB and 4 usess
randomly distributed in each apartment.
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Figure 4-60: Random deployment of users, HeNBs irx3 grid

Therefore, a Matlab Monte Carlo simulation platfomas developed with the following simulation
parameters derived from the respective 3GPP stdradagiven in Table 4-6:

Table 4-6: Simulation Parameters

Cell Radius m
Snapshots 5000
HeNB transmission power 20dBm
UE Noise figure 10dB
HeNB/UE antenna gains 3dBi/0dBi
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Number of Interfering HeNBs 8
Frequency Reuse Factor 1
Frequency Selectivity Rayleigh Fading Channel @-ta
Sub-Channels 12 RBs
PF constant (Tc) 100
Path Loss Model PL(dB) =127+ 30llog,,(R/1000

Concerning the intra-cell scheduling, ProportioRair (PF) Scheduling is used for a multi-channeiteym
[43] in each Femtocell to exploit multi-user diviégysand at the same time to have a fair allocatibn
resources between multiple users.

For evaluation purposes, our proposal is compargd wo cases of Reuse-1 and Reuse-3 scenarios
without any explicit inter-cell interference managent. Furthermore, we evaluate also our proposahay

the Dynamic Intercell Interference Control (ICIQ)proach presented in [52]. To ensure a fair corspari
between these two schemes, we assume that the ddawar for each user is extracted by the numliper o
resources a user takes using our adaptive multsceéduling algorithm in both cases.

Two modes of operation have been considered ina@mphting our proposaBrict bound, where only
connections with minimum interference are allowedé included in each clustdRelaxed bound, where
besides the connections with minimum interferemez also allow a variable number of medium weighted
edges (with potentially higher interference) tsseathe number of nodes per clusters and thus tedse
spectral efficiency

Figure 4-61 illustrates the CDF of users SINR ffar@amentioned schemes. Our proposal shows marginal
differences considering the 2.2 dB as the thresifmidhe outage probability (0.6% using strict ¥s9
using relaxed bound). Reuse-3 with PF at intra-shbbws slightly higher outage (1.1%) whereas the
scheme in [52] and Reuse-1 PF show much highegestaf 11% and 20%, respectively.
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Figure 4-61: CDF of Downlink SINR comparison

Figure 4-62presents the CDF of user throughput. Here, the drgment of our proposal is notable against
the benchmarks. Targeting thB percentile of the CDF as QoS measure, our schasieg( Strict Bound)
shows 11.5% enhancement over Relaxed Bound. Forthrer up to 70% improvement is observable over
the Reuse-3 PF and [5Additionally, our algorithm shows 91% enhancenmrdr Reuse-1 PF.

At the 90" percentile, the improvement is also promising (28@% and 63% over [52], Reuse-3 PF and
Reuse-1 PF, respectively).
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Figure 4-62:CDF of User Throughput comparison

Thereafter, the proposed scheme is compared wieot to spectral efficiency. Figure 4-8Bows the
CDF of average cell throughput. Here, the propoapdroach outperforms the Reuse-3 PF and [52]
targeting the median of the CDF curves. Note tRa&use-1 PF shows the best results regarding spectra
efficiency due to full spectrum reuse at the cdstlegrading experienced QoS per user in particidar
highly interfered ones as depicted in previous ltesun this case, the Relaxed Bound also shows an
improvement over the Strict Bound mainly becausertiaxation of the threshold allows more users per
cluster resulting better spectrum utilization.
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4.4.2.5 Conclusions

This section proposed a “locally” centralized mgkil scheduling algorithm to efficiently mitigat€l in
dense deployments of small cells. The outcome isfwtlork shows promising results when tested in dens
scenarios consisting of Femtocells. The outagefaat well as the user and Femtocell throughpuvste
significant improvement over the benchmarks. Theeefthe proposed framework can mitigate the effect
of inter-cell interference between dominant intezfe, resulting in better performance in terms utage
and throughput representing a better overall spkefficiency.
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4.4.3 Comparing Distributed and Centralised Ghost Femtock Algorithms

4.4.3.1 Problem statement

The femtocell deployment in 3GPP/LTE sets new emgles to energy efficiency and RRM. Traditional
schemes are mainly designed for classical celldworks while the ad hoc nature of femtocells blyta
limits the complexity of possible algorithms. Feo#ls should self adapt their behaviour to the gadi
environment without rely on macrocell feedback.fétct, macro-femto coordination limits the system
scalability and may result in excessive overheddisT robust and scalable RRM schemes are essfanmtial
limiting the interference impact on end-user perfance. The goal here is to achieve effective splectr
reuse between neighbour cells and reduce the fethiawnlink power consumption while guaranteeing
the QoS of users served by both macro and femte stasions.

4.4.3.2 Proposed Solution

The Ghost algorithm is a novel resource managerseléme for OFDMA-based femtocell networks,
which limits the overall interference per RB gerntedaoutside the coverage range of a femtocell while
reducing the transmission power in each RB [40]o$bhefficiently takes advantage of the unusual
communication context of femtocells for which Idgafew UEs compete for a large amount of
transmission resource. In order to strongly lower HeNBs downlink transmission power; it trades off
transmission energy for frequency resources.

Simulation results showed that Ghost significanitigits the impact of femto-to-femto interferencedan
femto-to-macro interference in LTE downlink scepari The proposed algorithm results in enhanced
communication reliability for user equipment asatedl with both the macro base station and femtacell
This method does not involve any message exchagtyebn Femto and Macro BSs. However, a femtocell
coordinator exploits the presence of the X2 inwzfto locally coordinate the access amongst neigfirigp
femtocell and limiting the spectrum reuse. This et is thus coined Ghggt where NF means
Networked Femtocells. Each femto user overhearsbtioadcast channel (BCH) and estimates which
neighbour HeNBs are currently strong interfererBeri, the cell-IDs of the HeNBs perceived as strong
interferers are reported to the local coordinaldrerefore, resource scheduling is managed at tte lo
controller that avoids allocating the same resotmoek to strong interfering cells. Accordingly,gks of
interference are limited and performance is impdpwspecially at neighbouring M-UEs.

Whenever the X2 interface is not available (i.e.Stand-Alone Femtocells scenarios), an uncoorechat
version of the Ghostan be implemented (Ghggt), where each HeNB autonomously allocates available
resource to its active users trying to maximizegbectrum reuse to limit the radiated transmispimner.

In this chapter, we aim to compare these two ambres in order to understand in which scenarios
cooperation is worthwhile from both energy and tlgioput perspectives.

RRM Ghost algorithms can potentially enable thexiience of a high number of femtocells in the
macrocell region. Moreover, the proposed Glosixploits femtocell coordination to limit inter-tel
frequency reuse and therefore reduce both crosstid co-tier interference. However, such a scheme
results in higher overhead and complexity with eg$po Ghosfyr. The overhead is mainly due to the
signaling exchange between HeNBs and the femtooefitroller. Each scheduling period (i.e., N
transmission time intervals, TTIs), first HeNBs oepto the network controller the channel state
information, then according to the RRM algorithime tontroller feedbacks the decided scheduling patt

to each HeNB. Furthermore, each M TTIs, HeNBs erktwork transmit to their controller the ID oéth
neighbouring HeNBs, which are classified as striotgrferers.

Interference relationships amongst neighbourindscdépend on both the users’ mobility and HeNB
activity status (on, off, sleep mode). These setwlg change with time, therefore the frequencyafted
feedback is generally much lower than the schedytieriod (i.e., M » N). For each femtocell network,
such overhead can be expressed as follows

_Bé‘Di‘-FIBENi DNRB EQM +1) [bit} (4.42)

" M T s
where M = -N, B is the number of bytes used to representrfoemation, and T is the duration of one
TTI. D; is the number of strong interferers perceivedchatfemtocell d F. N and Nyg correspond to the
number of active UEs in the cell i and the numbfeavailable resource blocks, respectively.

Page 118 (138)



Béerr@ D4.4 FINAL

A further drawback of the centralized approachdsdiependency on the controller reliability, whitlay
result in low scalability in dense femtocell deptognt. A distributed version of the discussed scheme
where signalling and computation costs are shamezhgst neighbouring HeNBs, is feasible. Howevas, th
solution would result in higher overhead and layeribue to the lack of inter-cell coordination, the
proposed Ghoste is, on the contrary, characterized by limited tiead and complexity. Furthermore, it
does not limit the spectrum reuse at HeNBs. Howevenay result in harmful interference, especiaily
dense femtocell deployment scenarios. In the nektian, we aim at evaluating the impact of this
interference by investigating the impact of thegmsed algorithm at both M-UEs and F-UEs.

4.4.3.3 Simulation Results

In this section, we compare the cooperative versiotie Ghost algorithm (Ghgg) with the stand-alone
scheme (Ghostg) and a reference algorithm (RR{)). Performance is measured at both macro and femto
cells.

The main differences between these schemes afellinving:

1) In both Ghosfyr and RRMo,, there is no coordination within the femtocell wetk. Hence,
HeNBs are not aware of the presence and allocatrategy of neighbour HeNBsS;

2) RRMsoa aims at maximizing the spectral efficiency of feodlls while minimizing the
probability that users that belong to differentl€edccess to same RBs. Thus, the RBRM
attempts to limit the number of RBs allotted tole&tJE;

3) RRMgpa does not implement Modulation and Coding Schem€$Mand Power scaling (see [40]
for more details).

It is important to mention that RRM, is also used at the M-BS in each investigated esé@nWe present
simulation results for the system model and itapaaters given in [50]. RRM algorithms are compared
terms of the following transmission cost metric,isthmeasures the average amount of irradiated gnerg
required to transmit a bit of information (for battacro/femto cells):

Z P, RF

rF= —ZK:DNChZ R [i} (4.43)
J
KONg, jOFUE
Z Pk RF
rM = —ZKDNC“Z - {%} (4.44)
|
KONg, jOMUE

where™ and ¥ measure performance at the MBS and neighbouringBdeN 4, is the set of available

channels, MUE is the set of macro users, FUEiessit of UEs served by the femtocelR, ; and P

respectively represent the rate associated tocpamnel-user (k,j) and the irradiated power onrédssurce
block k. Note that the introduced metric considenty irradiated energy, to better highlight theeeff of
the power control mechanism and co-channel intenfes.

Results are averaged over 50 independent runs.itMgase 16 independent TTIs during each run and
update channel fading instances at each TTI. Ab#wnning of each run, we randomly place one blufck
apartments in which HeNBs, FUEs, and MUEs are raiigladeployed. Moreover, in the presented
simulations, we consider that all deployed HeNBs active with four UEs per HeNB. Finally, indoor
MUEs are randomly distributed in the apartmentsretiéeNBs are not deployed.

In our simulations, solid, dashed, and dotted-ddidivees correspond to the performance of RM
Ghostar, and Ghogi= schemes, respectively.
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Figure 4-64: Averagel'™ as a function of the power budget R... at each HeNB in different traffic
scenarios.

Figure 4-64 shows the femtocell performanc&Bsersus the power budget, B, at each HeNB.

We have set the deployment ratioy( see [3GPP]) equal to 0.3 and considered fouemifft traffic
scenarios:

1. Scenario Traf.1: F-UE throughput targej ¥ 300 kbit/s, square marked curves.
2. Scenario Traf.2: F-UE throughput targe ¥ 600 kbit/s, circle marked curves.
3. Scenario Traf.3: F-UE throughput targef ¥ 1 Mbit/s, star marked curves.

4. Scenario Traf.4: F-UE throughput targef ¥ 2 Mbit/s, diamond marked curves.

We can observe that both the proposed Ghamhd Ghosfyr improve the femtocell performance with
respect to RRMp,. For instance, considering a power budget equal®tmW, the proposed Ghgstnd
Ghostar gain up to 95% with respect to RRM in Scenario Traf .1, up to 90% in Scenario Trafup to
85% in Scenario Traf .3, and up to 75% in Scenaraf .4.

Moreover, results outline that performance gaimaases in lightly loaded scenarios (Scenario Tiaand
Scenario Traf .2) where our algorithms permit t@msgly reduce the transmission power by lowering th
selected MCS. In these cases, our schemes takatadeaof the lower throughput targets to decrelase t
downlink irradiated power and spreading over RBs t@e contrary, in highly loaded scenarios the
achieved gain is limited. This comes from some corent effects. With higher,d a larger number of RBs
and/or a higher MCS are needed for each user td @e8 constraints. This translates in either larger
interference generated to neighbouring cells onesBBs and/or a need to transmit on the same nuaiber
RBs, but with a higher order of MCS. Transmissisrthius more sensitive to both noise and interferenc
generated by close interferers. Finally, we caneoles that Ghosgke slightly improves the femtocell
performance compared to GhgstEven though coordination between neighbour HeR&snits to limit
femto-to-femto interference, Ghggt increases the frequency reuse and exploits théabl@resources to
further improve the energy saving at each celltharmore, as discussed in the previous sectionsggho
results in higher complexity and overhead due tmaling between HeNBs and the local controller.
Therefore, we can conclude that the proposed Ghostutperforms the Ghagt from the femtocell
perspective.

Figure 4-65 shows the improvement in MUE perforneannder Ghogt and Ghosfar. In the co-channel
femtocell deployment, indoor MUE performance isited by femto-to-macro interference. In absence of
coordination amongst the M-BS and the neighbouke§Bs, the macrocell scheduler is not aware of the
RBs exploited by the interfering HeNBs. When the $1Bssigns to an indoor user a RB that is used by a
nearby HeNB, this MUE can be exposed to a highllefiénterference. We aim to evaluate the effect of
this interference at MUEs when femtocells use thierence RRMo, and the proposed Ghgstand
Ghostar schemes.
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Figure 4-65 Averagel™ measured at M-UEs as a function of the power budgat each FAP P, in
different traffic scenarios.

To compare these algorithms, we have set the MUBughput target equals to 300 kbit/s, the FUE
throughput target equals to 600 kbit/s, and comsitl¢éhree different femtocell deployment scenarios:

1. ScenaridL: low density—p4 = 0.3, circle marked curves.
2. Scenari®dM: medium density—py4 = 0.5, triangle marked curves.
3. ScenaridH: high density—p4 = 0.8, plus marked curves.

On Figure 4-65, we show the macrocell performarsE“aversus the power budgef.R, at each HeNB.
Results indicate that Gh@gstand Ghosiar permit to limit the impact of the femto-to-macrderference in
all considered scenarios. This improvement only eémrftom the femtocell behaviour; in fact, the MBS
uses a fixed RF power in each allotted RB. On tiweroside, MCS scaling, spreading, and power cbntro
mechanisms permit to reduce the HeNB downlink powansmission in each RB and mitigate
interference. For instance, considering,R equals to 20 mW, the proposed Ghgsains up to 11%,
16%, and 15% with respect to RRMA in Scenario$, , 6y, anddy. Moreover, the proposed Ghgsgains
up to 11%, 16%, and 22% with respect to RRMin Scenario®,, M, andéy. While in Scenari®_ and
Scenariody the Ghosiae slightly improves the performance achieved by @fost, in Scenariody the
Ghost outperforms the Ghosgi-. In fact, the probability that several neighboueNBs access to same
RBs increases with the femtocell density, henceSéenariody, MUEs may experience high peaks of
cross-tier interference. In Ghgst the local controller coordinates the access ajhimuring femtocells
limiting the overall interference perceived at MUEs

4.4.3.4 Conclusions

The future 3GPP/LTE femtocells deployment is expécto be dense: a large population of potential
interferers will need to share scarce common fraqueesources while indoor femtocell users will &kn

of high quality links. Classical resource allocatiand interference mitigation techniques cannotesid
the challenge of limiting interference between heiguring femtocells and maintaining a high level of
reliability for macro UE communications.

The femtocell deployment requires a new paradigoabse of two main reasons. First, femtocell usens c
benefit from a high quality downlink signal enablég short range communications characterizing
femtocell deployments. Second, only few users lgaampete for a large amount of frequency resairce
in a femtocell. Therefore, a femtocell benefitafira huge amount of spectral/power resources.

Such observations have led to the design of a noaesmission paradigm for femtocell networks, vihic
trade-off irradiated power for frequency resourdésre we have compared two different schemes based
the Ghost paradigm, named as Ghgstand Ghogf, which can be implemented in stand-alone and
networked femtocell scenarios, respectively. Weehdigscussed the effectiveness of these algoritihnas i
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two-tier network in terms of complexity, overheashd performance at both macro and femto cells. The
proposed algorithms limit the undesired effectdmérference by reducing the irradiated power pBr R
required at femtocells to meet target QoS condsain

Simulation results have shown that the proposecerael outperform the classic RRM strategies.
Moreover, Ghos can allow higher performance atUEs with respeet @hosise by limiting spectrum
reuse in dense femtocell deployment scenarios. Merysuch an improvement comes at the cost of highe
complexity and overhead.

4.4.4 Power Control

4.4.4.1 Introduction

Heterogeneous Network (HetNet) co-channel deploymeath femtocells in closed access urges the need
of efficient interference mitigation mechanismspesally when considering downlink. Indeed, theecor
network will deny the access to all users that db lpelong to the femtocell CSG. Therefore, a User
Equipment (UE) coming close to a femtocell but listed in the femtocell CSG can be highly intertere
and lose its network connection. Though frequenastifooning strategies could alleviate the inteefece
affecting data channels in OFDMA-based systemsliKE (at the cost of the overall system throughput)
control channels are more difficult to protectlasytspan over the whole bandwidth.

One simple way to minimise interference for botimtcol and data channels is to rely on power setting
One classical approach is based on the femtocelhility to measure its environment thanks to an
embedded NLM allowing it to perform the same measwents as a UE. Practically, the femtocell power is
set according to the macrocell surrounding [65§] [@sing:

P = mao{ min(aPrmacro + B, Pmax), Pmin) (4.45)

where P™° is the power received by the dominant MBS measbsethe femtocell,P, .. and P,y are

the minimum and maximum femtocell transmission powespectively, and ¢, ) are power setting
parameters.

The main advantage of such fully distributed appho&s the backward compatibility with the existing
system architecture. Indeed, the transmission pasvadjusted autonomously by the femtocell usisg it
own NLM (ideal for standalone femtocell). Howevene drawback is that the measurements are made at
the femtocell location and not at the victim MUEsfimn. To address this issue, some methods hase be
previously proposed which involve the feedback ofme MUE measurements to the femtocell thus
introducing new signalling and protected channels.

Another drawback is that this distributed powetisgtdoes not take into account the presence afroth
femtocells which may be in the vicinity nor theiccass policy. Thus it is not suitable for a clusiér
femtocells covering a building of an enterprise iftstance where all femtocells may broadcast timeesa
CSG. A joint optimisation of the femtocell transsie powers in case of such deployment but with
independent CSG per femtocell has been investigatd@7] where femtocell transmission powers are
minimised in an effort to guarantee a given QoSath macrocell and femtocell users. However, the
solution requires the knowledge of the exact pos#tiof all equipments as well as the availabilityao
second carrier.

In this section, we present a power setting algorifor clusters of femtocells in a HetNet deployien
which can be applied either in a centralised oanriterative distributed way. In both cases, tlgodlhm
exploits the BeFEMTO LFGW as a central unit whitén{porally) coordinates one cluster of co-located
femtocells through the Ps interface [68]. Usingyomieasurements made by the femtocell NLMs, the
femtocell transmission powers are jointly maximisedier the constraint of ensuring a certain madroce
protection. The use of a linear programming fram#wensures a computationally realistic solution.
Femtocell transmission powers are then assignddwimlg different strategies exploiting the femtdcel
access policy (independent or common CSG). Soraéegies enable the switch-off of the most disruptin
femtocells enabling an autonomous organisatiomefctuster. Such approach leads to an overall eslgan
HetNet performance as well as a massive energyngévithe case of a dense femtocell deployment.

4.4.4.2 System Model
A cluster of femtocell is made dfl co-located Femtocell Base Stations (FBSs), aligighe same carrier
as the MBSs. An FB® can adjust its transmission powBf' in the range Bnin, Pnax] @nd can broadcast
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either an independent CSG or a common one withénctbster. The set of femtocells is connected & th
BeFEMTO LFGW through the Ps interface [68] as shawhigure 4-66.

MES h

Figure 4-66: HetNet deployment

An MUE can only be served by a MBS while an FUE barattached to either a FBS broadcasting a CSG
identity (to whom the FUE belongs) or to a MBS lzhea the best received power. Ligj e be the SINR

experienced by the MUE in the vicinity of the felwagtl network. It is given by:

macro
= r
YMUE = o (4.46)
2P +ofue
n=1
where P™“° is the power received from the MBS serving the MW is the power received from the

nth interfering FBS and7|\2,,UE is the thermal noise power to which we add thesikexxd power coming
from all the other interfering macrocells (excluglithe serving one). The received powR? can be

expressed a®" =a,R" with a, the long-term channel attenuation between nife FBS and MUE
which equals in dB to antenna gains minus the paghand the shadowing.

One way to protect the MUE is to ensure that itdFSis greater than a given targefy " (that can be

associated to a QoS). This translates into a ainston the FBS transmission pOW‘{@tn}ansN such
that:

N Pmacro 5 Pmacro
n r r
< - <_r
Z anR’ = target OMUE = target © (4.47)
n=1 MUE MUE

4.4.4.3 Algorithm Description
4.4.43.1 Power Setting Optimisation Problem

Our objective is to maximise the femtocell transita powers{Pt”}lSnsN while maintaining a given

quality for the macrocell users. The MUE protectiengiven a special attention because any FUE has
always the possibility to connect to the macrocettwork if the femtocell network becomes too much
constrained to satisfy the targeted macrocell ptaie.

To achieve a reasonable complexity in the resatytiee state our problem using a linear approachisTh
we are going to maximise the following linear chstction:

N
max c¢=3 c,R", (4.48)
R n=1
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where ¢, are weighting factors allowing femtocell discrimiioa if necessary. Obviously, this cost

function will carry the quality perceived by the Ekl The maximisation is performed under constraints
such that an MUE must experience an SINR greager éhpredefined target. If we have a seibfMUEs
in the vicinity of the femtocell network, then warcform the set of following constraints:

N PMUE”‘,macro ) PMUE"‘,macro
ne_r <
DmD{l’ M}’ Zam'npt - target Om= target (4.49)
n=1 MUE =

where ay,, , represents the long-term channel attenuation leetwiee m" MUE and then" FBS.

Maximising (4.48) subject to the set of constra{@tgl9) with positive values to find (transmissjpowers)
is an Optimisation Problem (OP) which can be easiived using Linear Programming (LP) [68] in a
centralised way. However, to apply LP to solve @R, we need all MUEs to be able to feedback their

: MUE™, macro
measurements, namely the power they received fhenmiacro network i, ) and the long-term

channel attenuation of all femtocell interferingkis (a\,,) toward the central unit (here the LFGW) in

case of a centralised resolution. This feedback nmyoe even possible over-the-air when the MUESrar
outage due to the femtocell presence.

To overcome this issue, we propose an approximabgrreplacing the MUES' measurements with the
FBSs’ ones. Indeed, a FBS usually embeds a NLM lwhices the FBS the capability to perform the same
measurements of its environment as does an UE ngiédikkcomparable to a Virtual MUE (VMUE). At the
exact position of the femtocetl, we can rewrite (4.49) for the VMUR as:

Pn,macro 5 Pn,macro
R"+Ya,PM<s—T . .
t Z nmtt target n target (4.50)
m#n MUE YMUE

By moving a bit the VMUE from its initial positiofit, will receive less power from the femtoceill. Let o

be this power attenuation. In the best case whHegeVMMUE moves toward its dominant MBS, it will
experience a gain in the received power, which ssimed to bel/ o . To make the situation worst (thus

strengthening our constraint), we also assume tti@tvirtual MUE will move toward theéN —1 other
interfering femtocells as shown in Figure 4-67.

MBS

Figure 4-67: Virtual move, attenuation/gain repartition

Of course, if we had the exact topology, we coudtidy estimate the worst case scenario. If we peae
the same way for thé&\ femtocells, then our OP becomes:

N
max c=Y c,P"
o= Y coR

oo (4.51)
1 1 ph.macro 1 ph.macro 451
n m r _ r
wrt OnO{INLRT+ Y — anmR s~ —on s
m#nP P VMUE P~ YmuE

We notex = [xl,...,xN]T a column vector of lengttN and y, , the n™ row m" column element of
the matrix Y . With those following standard notations, we defin
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1 1 pnmacro

_ph. _ _ T — r

Pn=Rann=Lanm __2anym'b” T 2 target
p P Ymue

We can thus rewrite (4.51) such that it becomeséglecting the termf%):

max c= ch
p
w.rt Ap<b (4.52)
p=0

The OP is totally independent from the presencers or several MUEs. We only need measurements
(received powers, long-term channel attenuatioma)lable at each FBS position. Those can be ohbdaine
through RSRP/RSSI measurements using temporallsdotded transmission and silent phases among the
femtocells orchestrated by the LFGW.

Of course if we had all the adequate measurememsng from an MUE, we could create its constraint
using (4.47) and integrate it to the set of theprevious constraints or replace the one comingfits
most dominant femtocell interferer. With the lategproach, we have the advantage that we couldstadju
the femtocell transmission power only if MUEs aregent, but the drawback is that a way must egist f
them to report their measurements.

4.4.4.3.2 Centralised Solution

After temporally coordinating and gathering all thecessary FBSs’ measurements to form (4.52) (or
equivalently (4.51)), the LFGW can solve the OgdiP with the simplex algorithm [69] for instandk.

a solution F}” 1<n<n IS to be found, then we define three strategiesafsigning by the LFGW the
effective transmission power to each femtoceih O [], N] :

» Strategy 1: normal behaviour, similar to (4.45)

R" = max(min(ﬁ’t”, Pmax), P ) (4.53)

min

» Strategy 2: switch-off possible if zero power wasigned

e <R =mad minlR?" P, B) i A7 >0 .50
0 otherwise.
» Strategy 3: switch-off possible if a power belowe tminimum transmission power value was
assigned
A" = R" = min(Pt”, Pmax) ifR"2P ., (4.55)
0 otherwise.

In particular, the two last strategies allow a fecall to be switched-off (either completely or itdio
emission only), thus reducing the interference alf as the power consumption. They are well adapied
cluster of femtocells broadcasting the same CSGa icorporate environment for instance. Indeed,
independent CSG per femtocell are usually assigoeésidential femtocell and buying one femtocell t
see it switched—off for the greatest good is nohathing a customer may accept. These strategiege mak
more sense in a CSG per cluster context to stiéteaway to benefit from an HetNet deployment.

If no solution is found by the simplex (no strategpplicable), then all femtocells transmit with ithe
maximum power:
OnO[LN], B" = Prax (4.56)

Note that the solution of (4.52) is straightforwémd N =1and similar to the distributed case (4.45) with:

a=1
{/3: ~201010(P) ~ Vit (dB). (4.57)
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4.4.4.3.3 lterative Distributed Solution

Iterative distributive resolutions are usually ded from centralised resolution. Indeed, from (4.68e
can search the set of femtocell transmission powevghich fulfils the following linear system:

If a solution exists [ = A ), this one can be either computed by a centralwinich will then assign the

resulting transmission power to the femtocells chieved in an iterative distributed fashion using
approaches such as the first-order Jacobian, Ggeidgl or Successive Over-Relaxation (SOR) [70]sTh
latter approach has the advantage that each felinteittecompute its new transmission power based on
local information available thanks to its NLM, tleentral unit (LFGW) coordinating the iterations dan
measurements phases).

Each femtocelln computes its new power at iteratioraccording to:

» Jacobian approach

R"(i) =b, - D anRM(i - ). (4.59)

nzm
* Gauss-Seidel or SOR approach

R ()= A~ @)R"() + & by~ Y anmR™() ~ Y anmR™ —1)} (4.60)
m<n n<m
where0< « < 2 is the over-relaxation parameter € gives Gauss-Seidel resolution).

Previously defined strategies are also applied wgming from the computed powé}” (i) to the actual

transmitted oneR"(i). SOR and Gauss-Seidel approaches include ordemirthei way the femtocells

update their power. Without loss of generality, eere assumed natural order but this topic may iteffin
need more investigation to speed up the convergmciastance. We initiate the femtocell transmassi
power (i =0) with the ones resulting from the classical disited power setting using (4.45).

4.4.4.4 System level simulation

In order to evaluate the power setting method desdrabove, we rely on system-level simulations
enabling its large-scale assessment within a clalsbletNet deployment. Main assumptions for system-
level simulations can be found in [71], [12], sés0d72] for 2D correlated shadowing. We use a Gese
hexagonal macrocell layout with 7 sites (21 cedlse Figure 4-68) to reduce the simulation complexit
with wrap-around to counter the edge effect.

LTE-like macrocell map
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Figure 4-68: 7 tri-sector site macrocell layout
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Aggressive 5x5 Grid urban model [73] has been disefemtocells. This model depicted in Figure 469
made of 25 blocks (10m x 10m), each one being @ablest a femtocell (2D uniform drop) accordingato
deployment probability. Unlike the Dual-Stripes anbmodel, internal walls are not explicitly moddlleut
have been taken into account thanks to compargthigher shadowing standard deviation.

meters

-120

-130

40, |

_15920 240 260 280 300
meters

Figure 4-69: 5x5 grid model (random deployment)

Using a classical Monte-Carlo approach, one gridngormly dropped per sector during each run. All
femtocells belonging to one grid form a femtocdlister to which we apply our power setting. Regagdin
the CSG policy, we either envisage an independent @&Gemtocell or per cluster (i.e. all femtocells
forming one cluster have the same CSG).

In each run, MUEs are dropped uniformly across2beplan until each macrocell has a given number of
MUEs attached to it. This attachment is based enbibst received power criterion. We also ensure tha
35% of MUEs are dropped inside a grid. In each blogntaining a femtocell, a fixed number of FUEs,
with the same CSG as the femtocell, is uniformlypged. FUEs are attached to the best macrocell or to
the best femtocell with which they share the samé& C¥Bable 4-7 summarizes the main simulation
parameters.

Table 4-7: Main simulation parameters

Air interface
Carrier 2GHz
Bandwidth 10MHz
Thermal noise density -174dBm/Hz
MBS
Inter-site distance 500m
Transmission power 46dBm
Antenna gain 14dBi
Antenna pattern cf. [12], Table A.2.1.1.2-2
Pathloss cf. [12], Table A.2.1.1.2-8
Shadowing standard deviation 8dB
Shadowing correlation Intra-site !
Inter-site 0.5
Shadowing auto-correlation 50m
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FBS
Model 5x5 grid
Wall attenuation 20dB
Maximum transmission power Pmax 20dBm
Minimum transmission power Pmin -10dBm
Antenna gain 0dBi (omni)
Pathloss cf. [12], Table A.2.1.1.2-8
Shadowing standard deviation 10dB
Shadowing correlation 0
Shadowing auto-correlation 3m
UE
Noise figure 9dB
Number of MUEs per macrocell 50
MUE indoor drop probability 0.35
Number FUEs per femtocell 4

4.4.4.5 Performance Evaluation

Our metric of interest is the SINR of each UE, whistequivalent to the Geometrical Factor (G-Factor)
computed as:

P (s
VUEz—r() '

2P () + Ny

i£s

(4.61)

where P, (s) is the received power from the serving cell B (i) is the received power from the
interfering celli and Ny, is the thermal noise. We assume that if the SINBnef UE is below -6dB, then
it is in outage.

4.4.45.1 Centralised Resolution (Classical Residential Deployment)

We consider a femtocell deployment of 15% and alependent CSG per femtocell (typical residential
scenario). Figure 4-70 gives the cumulative deniityction (cdf) of the UE’s SINR with the following
Power Setting (PS) policies: none, distributed giby (4.45) and our proposed centralised powemsgtt
(resolution based on the simplex in the LFGW). @ocilitate the comparison, we express the centihlise
parameters using (4.57) wi ta69§t= 0dB such that we could use the saffieparameter = 60dB).

Without power setting the average macrocell G-Raist@round -3.44dB while distributed and centeadis
power setting increase this value up to 1.94dB 28@dB respectively. There is also a visible diffexe

for low SINR values in favour of our centralised ®Bich is reflected in the UE outage as seen in dabl
4-8. Without PS, 29.79% of MUEs and 13.96% of FUH#Es in outage leading to an unacceptable co-
channel HetNet deployment. Distributed and cersealimethods reduce those values below 10% for the
MUEs and 4.5% for the FUEs respectively. Table dls® shows that our centralised approach tends to
reduce the average FBS transmit power consumptiompared to the distributed one. With twice less
transmitted power, we achieve better outage results

Table 4-8: UE outage and FBS avg. Tx power compans (15% deployment, independent CSG)

Average No PS Distributed PS Centralised PS
MUE'’s outage 29.79% 9.36% 7.53%
FUE'’s outage 13.96% 4.35% 3.10%
FBS Tx power 20dBm -0.76dBm -3.44dBm
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Figure 4-70: SINR comparison (15% deployment, indegndent CSG)

4.4.45.2 Impact of the Femtocell Deployment Ratio

Table 4-9 and Table 4-10 show the advantage ofceuntralised PS in terms of outage and transmitted

power reduction which gets bigger as the FBS depéott ratio increases (while keeping an independent
CSG per femtocell).

Table 4-9: UE outage and FBS avg. Tx power compans (30% deployment, independent CSG)

Average No PS Distributed PS Centralised PS
MUE'’s outage 36.03% 19.17% 12.87%
FUE'’s outage 24.29% 9.10% 5.74%
FBS Tx power 20dBm -0.64dBm -5.05dBm

Table 4-10: UE outage and FBS avg. Tx power compaan (60% deployment, independent CSG)

Average No PS Distributed PS Centralised PS
MUE'’s outage 40.35% 37.01% 21.63%
FUE'’s outage 37.75% 18.08% 10.86%
FBS Tx power 20dBm -0.99dBm -6.81dBm

In a dense femtocell deployment ratio of 60%, aln®&86 of the FBSs transmit at their minimum power (
10dBm) in the centralised case, whereas this nunsbaround 15% in the distributed one. Clearly, the

femto-femto interference plays a bigger role whkhot captured by the traditional distributed R&ding
to high outage for MUESs but also FUEs.

4.4.45.3 Impact of the CSG (Corporate Deployment)

Table 4-11 shows the same system-level simulatsualts as Table 4-10 but considering a common CSG
per cluster without any FBS switch-off (strategy S)ich policy is usually applied in corporate dgpient,
where a set of femtocells will cover a building.

We obtain the same average FBS transmit powerseagopsly. However, the benefit of having a common
CSG is straightforward for the FUEs which experienmsally low outages, while the effect on the MUEs
can also be appreciated. Indeed, some FUEs whicé previously attached to one macrocell when their
FBS was transmitting too low but still interfered the other femtocells, have now the opportunitytey
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in the femtocell network due to the common CSG. Com@8G is a simple way to handle femto-femto
interference, but macro-femto interference is ptilsent.

Table 4-11: UE outage and FBS avg. Tx power compaon (60% deployment, common CSG)

Average No PS Distributed PS Centralised PS
MUE's outage 37.53% 23.64% 12.51%
FUE's outage 0.18% 0.60% 0.39%
FBS Tx power 20dBm -0.99dBm -6.81dBm

4.4.45.4 Impact of the Transmission Strategy

To reduce macro-femto interference, we could alseisage applying strategy 2 or 3 of the proposed
method. These strategies enable the automatic tswffcof the femtocells which do not (sufficiently)
contribute to the maximisation of the femtocellfpemance cost function under the macrocell protecti
constraints paving the way to autonomous deployroéiat set of femtocells. Such approach makes more
sense in a CSG per cluster context where one fethtdescriber has the opportunity to connect to any
femtocells in its neighbourhood (e.g. corporatel@agpent) and not only to a dedicated one (resiéénti

In Table 4-12 and Table 4-13, transmission strategiand 3 are applied to both PS solutions, réspgc

In transmission strategy 2, one FBS will be swittlo# if the PS affects a zero value to a femtqgoghich

is only possible for the centralised PS. In trassinoin mode 3, one FBS will be switched-off if th& P
computes a value inferior to the minimum transroisgiower, which is possible for both PS solutiofve
keep 60% as the femtocell deployment ratio butyapptommon CSG for all femtocells within one cluster
to simulate a corporate deployment scenario. Oaotive femtocells are considered when computing the

average transmit power.

Table 4-12: UE outage and FBS avg. Tx power compadn (60% deployment, common CSG,

strategy 2)

Average No PS Distributed PS Centralised PS
MUE'’s outage 37.53% 23.64% 7.58%
FUE's outage 0.18% 0.60% 0.19%
FBS Tx power 20dBm -0.99dBm -4.32dBm

FBS switch-off ratio 0% 0% 43.50%

Table 4-13: UE outage and FBS avg. Tx power compaan (60% deployment, common CSG,

strategy 3)

Average No PS Distributed PS Centralised PS
MUE’s outage 37.53% 19.14% 3.93%
FUE'’s outage 0.18% 0.53% 0.06%
FBS Tx power 20dBm 0.66dBm -0.97dBm

FBS switch-off ratio 0% 15.67% 64.27%

Around 43% and 64% of FBSs are switched-off by oentralised PS in strategy 2 and strategy 3,
respectively, which contribute to a significant movsaving. Both strategies also significantly redtiwe
outage compared to the strategy 1 where no switicis-possible (cf. Table 4-11). Indeed, the celigeal

PS with strategy 3 lowers the MUE outage below ##tile the FUE outage does not exceed 0.06%. The
classical distributed PS cannot compete with an MluEage of 19.14%. This was expected since it only
considers the macrocell and not the neighbouringdeells contrary to our PS modelling. This cengesd
approach enables Self-Organising Network (SON)agpent. Indeed, FBSs could be deployed anywhere
in a building and the ones degrading the overaltrozell network performance (according to our OP)
would be automatically and dynamically switched-off

4.4.45.5 lterative Distributed Resolution

The drawback of the centralised PS relies in th@raeunit. If the computation itself is not demamgl
(simplex), the load on the network to feedbacktlaf measurements (with their associated quantigatio
may be a bottleneck. Therefore, we also derivetenative distributed resolution which does not ireo
any measurements exchange but only the iteratiordawation by the LFGW.
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We assume the same set-up as the one from Tabhlendething FBS deployment ratio of 15%, independent
CSG per femtocell and strategy 1 for transmissiowepoallocation. Table 4-14 gives the average UE
outage and FBS transmission power for the centi@dIRS and for the iterative distributed PS (Jacpbia
D.after 20 iterations. For Gauss-Seidel and SORdigenot optimise the
ordering of the FBS when doing the transmissiongrdvased on (4.60). We notice equivalent performanc
with a small advantage for the centralised verslbrGauss-Seidel and SOR resolutions exhibit similar
results, Jacobian one is a little behind.

Gauss-Seidel and SOR=

Table 4-14: Centralised vs. iterative distributed {5% deployment, independent CSG, strategy 1)

Average Centralised Jacobian Gauss-Seidel SOR (@=0.5)
MUE's outage 7.53% 8.11% 8.09% 8.08%
FUE's outage 3.10% 3.40% 3.35% 3.35%
FBS Tx power -3.44dBm -3.02dBm -3.13dBm -3.13dBm

Figure 4-71 shows the convergence speed of the tiessolution methods in terms of outage. Gaussebeid
and SOR do converge toward their final value in kbss 3 iterations. However, we notice an oscdiati
with the Jacobian method leading to an unstabiletitn. Due to the high shadowing standard dewviatio
the diagonal dominant condition for the matfx ensuring a proper convergence of the method [8€p.

is not always fulfilled. The main difference betwegacobian and Gauss-Seidel / SOR methods is in the
ordering when computing the transmission powereéu] the update in the later methods takes into
account the first FBS that have updated their powdrich introduces a form of filtering limiting the
oscillations.

7 sites (50MUE/sector,35% inside) - 21 Grid5x5 (4FUE/FAP)
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Figure 4-71: Convergence of iterative distributed 15% deployment, independent CSG, strategy 1)

We plot in Figure 4-72 and Figure 4-73 the sameageitconvergence curves in the heavy deployed
scenario of 60% FBS deployment ratio, common CSG6 ghester and transmission strategy 1 and 3,
respectively. Contrary to the previous case, higi&® deployment ratio causes stronger oscillatiortbe
Jacobian method. In particular, the MUE outageoratianges from 12.95% to 15.46% in strategy 1 while
the gap gets bigger in strategy 3 with a jump fil259% to 12.94%. When considering the lower outage
value, the Jacobian method significantly outperforboth Gauss-Seidel/SOR methods (especially in
strategy 3) and gives equivalent results to thdrabsed approach (12.51% in strategy 1 and 3.98% i
strategy 3).
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Figure 4-72: Convergence of iterative distributed §0% deployment, common CSG, strategy 1)
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Figure 4-73: Convergence of iterative distributed §0% deployment, common CSG, strategy 3)

Note that we do also experience some oscillationghfe FUESs, but in this common CSG context their
outage stays below 0.5% in the worst case.

4.4.4.6 Conclusion

We have presented a HetNet-based power settingithlgofor femtocell clusters which makes use of a
linear programming framework. The method is supgmbtly the BeFEMTO architecture and especially the
LFGW, which coordinates co-located femtocells. Coragato the traditional distributed approach, the
centralised power setting algorithm allows sigrifit macrocell and femtocell outage reductions whieh
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more pronounced in heavy femtocell deployments. Tibe of iterative distributed resolution methods,
which brings similar results as the centralised, deads to favour Gauss-Seidel/SOR method over the
Jacobian one in low femtocell deployments, whike dipposite occurs in high femtocell deployments éou
particular attention has to be paid due to osdlfe). The algorithm in its centralised or iterativ
distributed implementation encompasses the pogilbd switch-off the most disturbing femtocells &
pure SON fashion. Being able to have autonomoutkwaiff makes the deployment easier and the overall
network performance better, since disruptive femllsonill be automatically removed from the network
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5. Conclusions

This document has exposed a large set of prior \A8dell as new WP4 contributions to SON enablers
and SON algorithms alike. To emphasis the cor@tatd 3GPP and NGMN work, contributions have been
assembled following well established industry taxoy of local, distributed and central SON approache
How said list of introduced algorithms position wv.isaid taxonomy had been summarised in Table 2-1.
Furthermore, how it positions w.r.t. the NGMN useses is clearly positioned in Table 2-2.

To conclude, the table below (from the DoW of BeFED) summarizes the original challenges set out for
WP4 at the beginning of BeFEMTO. The colour codinglicates if WP4 has achieved the
challenge/innovation; notably, green means thatirthevation has been accomplished, yellow means tha
it has not been applied directly but with some mimodification can be achieved; red means not aekie
Evidently, almost all of the challenges have beest.ifihe only exceptions are cooperative multipoint
transmission and cooperative positioning in theeagfsmobile femtocells which had finally been disbsd
due to technical complexity.

Table 5-1: WP4 challenges and innovations versus BEMTO themes; green = WP4 has addressed
challenge; yellow = developed tools can be usedaddress challenge; red = not addressed.

Challenges / Innovations Networked  Fixed Relay Mobile

Femtocells Femtocells Femtocells

Achieving 10 mW output power objective with san
coverage & QoS

Cooperative multipoint transmission X X
Integration between macro and relay femtocells X
Femto - macro co-existence:

Interference characterisation, mitigation and
coordination; centralized and de-centralized
approaches

Capacity balancing between macro and femtocell
Distributed resource management between macr(
and femtocells

Self-configuring & self-optimising femtocells
Scheduling for interference avoidance
Interference mitigation through beamforming
Decentralised resource allocation through game
theoretic and learning approaches

Range incorporated scheduling X
Integrated femto hop selection and scheduling X
Application of COMP technologies
Resource-efficient and QoS-aware

routing (including load balancing)

Handover optimisations and efficient signalling
Handover in open access X
Exchange of control information for radio resourcg
management (may be a new X2 like interface)
Cooperative positioning techniques

Automatic coverage estimation

Radio context aware learning mechanisms
Centralised versus distributed learning mechanis
Dynamics and time scale for self- optimisation

x
>

X |X|X|X| X |X

X

X

><><><><I x| X< x| X< x| X x I

XXX X[ X| X
XXX X

All in all, BeFEMTO WP4 has had a significant and neasureable impact onto the SON framework
developments at European and international level, dth in academic, industrial as well as
standardisation circles.
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