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Short description 

This deliverable reports on the data fusion and the activity recognition in household chores in 

WP4 of the ACCOMPANY project. 

At the beginning of the project we focused on data fusion for person detection and 

localization. In the second year we extended the person detection to human posture 

recognition. The basis of our work is the use of probabilistic graphical models. For the 

posture recognition with a top view camera we developed a novel method for posture 

recognition. When compared to a state-of-the-art approach of pose estimation, our posture 

descriptor does much better. The results show that our method is able to correctly classify 

79.7% of the test sample, which outperforms the conventional approach by over 23%. 

We also worked on a more robust person detection and identification, which is needed in a 

multi-user environment. We developed a system that seamlessly integrates the information 

from the robot camera and fixed external top view camera. The results show improved 

efficiency when the robot system is aided by the localization system of the overhead 

cameras. 

Most effort was on our research on activity recognition. We developed a novel discriminative 

model for the recognition of human activities. The novel model was tested on the (CAD-120 

benchmark standard benchmark data set. Experimental results on this data set indicate that 

our model outperforms the current state-of-the-art approach by over 5% in both precision and 

recall, while our model is more efficient in terms of computation. 
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1 Introduction 

This deliverable focuses on the activity recognition in the ACCOMPANY project. In the 

previous deliverables we focused on the fusion of depth data (either with Kinect or with a 

laser scanner) with the image information (D4.2) for object detection and person detection. In 

deliverable D4.3 we presented a system design that was targeted to combine head tracking, 

and head pose estimation in order to get a more robust localization and posture estimation 

system.  

In year 2 of the project we continued with the posture estimation. The environment where we 

do the ACCOMPANY experiments is equipped with a top-view camera for monitoring human 

activities. This setup is very useful because top-view cameras can provide accurate 

localization and also limit inter-occlusion between persons. However, they also suffer from 

body parts being frequently self-occluded. Conventionally, posture recognition relies on good 

estimations of body part positions, which turns out to be unstable in the top-view due to 

occlusion and foreshortening. In our approach, we learn a posture descriptor for each 

specific posture category. The posture descriptor encodes how well the person in the image 

can be ‘explained’ by the model. The postures are subsequently recognized from the 

matching scores returned by the posture descriptors. In chapter 2 of this report we describe 

the model we developed. 

We also worked on data fusion, where we made progress in the fusion of information from 

the top-view camera and the camera on the Care-o-Bot. Finding people is one of the most 

fundamental tasks in robot home care scenarios and it consists of many components (e.g. 

people detection, people tracking, face recognition, robot navigation etc.). Researchers have 

extensively worked on these components in isolation. But surprisingly, little attention has 

been paid on bridging these components as an entire system. In chapter 3 we describe our 

system and the evaluation of the entire system in a robot-care scenario. 

The most important part of the work was carried out in activity recognition. Originally we 

planned to apply HMM and DBN to the fusion of data from sensor networks and image 

information, we decided to focus on activity recognition from the visual modality. The reason 

for this is that we wanted to go beyond the state-of-the-art in activity recognition algorithms, 

and explore novel methods. Probabilistic Graphical Models have been widely used for 

recognizing human activities in both robotics and smart home scenarios. The graphical 

models can be divided into two categories: generative models and discriminative models. 

The generative models require making of assumptions on both the correlation of data and on 

how the data is distributed given the activity state. The risk is that the assumptions may not 

reflect the true attributes of the data. The robotic and smart environment scenario 

environments are usually equipped with a combination of multiple sensors. Some of these 

sensors may be highly correlated, both in the temporal and spatial domain (e.g. a pressure 

sensor on the mattress and a motion sensor above the bed).  , In contrast, the discriminative 

models only focus on modeling the posterior probability regardless of how the data are 

distributed. In our scenarios, the discriminative models provide us with a natural way of 
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implementing data fusion for human activity recognition. In chapter 4 we describe a novel 

discriminative model for the recognition of human activities. 

The report is structured as follows:  Chapter 2 describes our work on pose estimation. A 

paper on this work has been accepted for IROS13. Chapter 3 describes our system that 

integrates the information from the overhead camera with the camera on the Care-O-bot. 

This work has been submitted to ICRA14. Chapter 4 describes our new approach for activity 

recognition. This work has also been submitted to ICRA14. The full papers and submissions 

are attached as appendices A, B and C. 
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2 Posture Recognition with a Top-view Camera 

Human posture recognition is one of the most important tasks for human-robot interactions 

(HRI), as it provides a solid base for human activity recognition [5]–[7]. There are many 

papers on recognizing human posture with robot sensors or ambient cameras in 2D [8], 2.5D 

(RGB+Depth) [9] and 3D [10]. Most of the 2D approaches observe humans from a side-view 

however, and recognizing human posture from the top-view still remains a challenging and 

unsolved problem.  

For the purposes of our work, posture recognition is defined as the process of assigning 

semantic posture labels to people in an image (e.g. whether people are standing, sitting, 

bending or pointing). In contrast, pose estimation estimates the configuration of the body 

parts [11], and so focuses on getting accurate body part locations rather than on posture 

labeling. Similarly, pose refers to a configuration of the body parts, and posture refers to a 

category of poses that bear the same semantic label.  

 

Figure 1 A comparison between the (a) traditional approach and (b) our approach. 

In this section, we present a system that recognizes human postures from the still images 

captured by a top-view camera. An overview of our system is shown in Figure 1. Our interest 

in this problem stems from a robot assisted living scenario, where we use ceiling-mounted 

cameras as part of a domestic monitoring system to inform the robot on the human activities. 

Compared with robot-mounted sensors, top-view cameras give a good overview of the 

overall scene and a large amount of information about the person. Also, top-view cameras 

provide a better estimation of the human locations and allow for far less inter-occlusion 
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between persons when compared to side-views and robot mounted sensors. Top-view 

cameras do, however, suffer more from self-occlusion as compared to side view cameras. 

 

Figure 2: Posture recognition from the top-view (a) is a more challenging 

We distinguish between two types of occlusion: inter-occlusion and self-occlusion. Inter-

occlusion refers to an object being blocked by another. For example, the view of a person 

can be partially blocked by the person in front. In contrast, self-occlusion means that the 

object is occluded by itself (e.g. the limbs are occluded by the head and the torso). The two 

types of occlusions both happen in the side-view and top-view, but at different levels. The 

inter-occlusion is more frequent in the side-view because other persons also stand at the 

same height level. In contrast, self-occlusion is more severe in the top-view (see Figure 2). 

Most literature on posture recognition addresses the side-view and neglects the problem of 

top-view occlusion. 

In our work, we focus on recognizing human postures under the severe self-occlusion seen 

in top-view images. The conventional approach is to firstly estimate the human pose 

configuration, and then classifies postures based on the body part positions [8]. In top-view 

images, people are largely self-occluded. With little information about the body part locations, 

recovering an articulated pose from these images is a difficult task even for human 

annotators, let alone to further derive the posture category based on the ambiguous body 

part locations.  

Recent work shows that, when the joint positions are accurately known, the best 

performance in posture recognition is obtained from the 3D joint positions [8]. In our 

approach, we recognize the human posture without explicitly knowing the exact location of 

body parts, and we will show that, in the case of heavy self-occlusion, this approach 

outperforms joint position based posture recognition. Unlike the conventional approach which 

classifies postures based on the body part locations, our idea is to use posture descriptors 

instead for classification. A posture descriptor provides a mapping from image features to the 

matching score of a posture category. Given a new test image, each posture descriptor gives 

a matching score that measures how well the person can be explained by that posture 

descriptor. For example, the standing posture descriptor returns a higher value when applied 

to standing people, and lower values on the others. Note that the posture categories overlap. 
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For instance, a standing person may be also pointing. Our posture descriptors encode such 

attributes in a natural way by enabling multiple data labels to be applied to a single image. 

Figure 1 compares our proposed system with the conventional approach.   

In this work, we address the following research questions:   

1) Is 2D pose competitive with 3D pose for posture recognition? Posture recognition 

from (perfect) 3D pose has been shown to outperform appearance-based 

approaches. We show that the performance of posture recognition with 2D pose is 

virtually identical to 3D pose, including those derived from top-view image projections.   

2) How accurately can we obtain 2D pose from top-view images? To investigate this, we 

apply a state-of-the-art 2D pose estimation algorithm to the top-view images.  We 

show that the performance is generally very low, but the specific models that are 

trained on a particular posture category perform comparably better. 

3) How accurately can we recognize posture from imperfect 2D pose, and how does this 

performance compare to our proposed model? We show that our proposed model 

based on posture descriptors significantly outperforms the baseline, which consists of 

two state-of-the-art approaches. 

For details of the paper, please refer to Appendix A. 
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3 Multi-User Identification by Fusing Robot and Ambient Sensors 

Two fundamental tasks in robot home care scenarios are people localization and people 

identification. They are also the elemental components for more advanced tasks such as 

activity recognition [1]. In recent years, researchers have been extensively working on the 

tasks of people detection [2], people tracking [3], face recognition [4], robot navigation, and 

robot controls, but mainly as isolated tasks instead of combining these systems for real life 

applications.  

 

Figure 3 Fusion of robot and environment cameras for direct user approach 

In our work, we study these tasks jointly, and we introduce a unified system that integrates 

these components in our scenarios, see Figure 3. The system is very efficient and suitable 

for real-time applications. Moreover, the components are complementary to help improving 

the robustness of the entire system. Commonly used sensors for these tasks include 

overhead cameras and RGB-D sensors on mobile robots. The overhead cameras are usually 

fixed at the ceiling, covering most of the areas in the room. The cameras only need to be 

calibrated once so that the coordinates of the detected person can be transformed easily 

from the image space to the ground-plane of the room. As the camera is mounted on the 

ceiling, people in the video are less likely to be occluded by each other. The overhead 

camera commonly has a wide field of view. Thereby one camera is often sufficient for 

detecting and tracking people in the whole room. Despite these benefits, it is very difficult for 

the overhead camera to recognize people’s identity. Faces can hardly be seen at many 

locations. The most prominent parts of people are the clothes, but they may be changed from 

session to session.  

The overhead camera may be enough to locate a person, but it is not sufficient for people 

identification. The sensors on the robot, (e.g. Microsoft Kinect etc.) provide a complementary 

view to the overhead camera. The on-board cameras are commonly mounted at a level that 

keeps the human face in sight. The RGB-D sensor provides both the color image from a 

color camera and the depth image from a range camera. By fusion of the depth image and 

color image, a face can be recognized robustly [4]. However, the RGB-D sensor is limited in 

both the range and the view angle. When people are too close, the face is outside the field of 
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view; when they are far away, the accuracy and resolution of face data drops quickly. An 

advantage of the combination with ceiling cameras for tracking is that the robot itself does not 

need to keep monitoring the persons all the time. Hence, the robot may carry out other tasks, 

rather than allocating its resources to the task of tracking each person. In this section, we 

introduce the system that is used in the ACCOMPANY project. 

The architecture of the proposed system is 

shown in Figure 4. Our system consists of 

three modules, a) people detection and 

tracking, b) people identification, and c) a joint 

tracker that combines both of the systems. The 

first module finds multiple people that are 

present in the room using two overhead 

cameras. The background probabilities are 

modeled with a dynamic probabilistic 

background model. Using the background 

model, people in the room are detected with a 

Bayesian people detector. After that the 

detection is associated with the tracks by 

comparing cues of appearance and the 

positions. The second module identifies people 

using a Kinect sensor that is mounted on the 

robot. We apply a fast search for all head-

shaped objects using the depth camera, 

generating a set of candidate face locations. 

These candidate locations are evaluated in the 

color image for face detection. Once the 

candidate is verified as a face, features are 

extracted from the face for face identification. 

The third module collects information from the 

first two modules and associates tracks with 

human identities. Every time a new person is recognized, the joint tracker finds the closest 

tracks and labels the track with the respective name. 

For details of the paper, please refer to Appendix B.   

Figure 4 System overview 
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4 Learning Latent Structure for Activity Recognition 

Robotic companions which help people in their daily life are currently a widely studied topic. 

In Human-Robot Interaction (HRI), it is very important that the human activities are 

recognized accurately and efficiently. 

In this section, we present a novel graphical model for human activity recognition. The task of 

activity recognition is to find the most likely underlying activity sequence based on the 

observations generated from the sensors. Typical sensors include ambient cameras, contact 

switches, thermometers, pressure sensors, and the sensors on the robot, e.g. RGB-D sensor 

and Laser Range Finder.  

 

Figure 5: the proposed graphical model 

Probabilistic Graphical Models have been widely used for recognizing human activities in 

both robotics and smart home scenarios. The graphical models can be divided into two 

categories: generative models [12], [13] and discriminative models [1], [14], [15]. The 

generative models require making assumptions on both the correlation of data and on how 

the data is distributed given the activity state. The risk is that the assumptions may not reflect 

the true attributes of the data. The discriminative models, in contrast, only focus on modeling 

the posterior probability regardless of how the data are distributed. The robotic and smart 

environment scenarios are usually equipped with a combination of multiple sensors. Some of 

these sensors may be highly correlated, both in the temporal and spatial domain, e.g. a 

pressure sensor on the mattress and a motion sensor above the bed. In these scenarios, the 

discriminative models provide us a natural way of data fusion for human activity recognition.  

The linear-chain Conditional Random Field (CRF) is one of the most popular discriminative 

models and has been used for many applications. Linear-chain CRFs are efficient models 

because the exact inference is tractable. However, they are limited in the way that they 

cannot capture the intermediate structures within the target states [16]. By adding an extra 

layer of latent variables, the model allows for more flexibility and therefore it can be used for 

modeling more complex data. The names of these models are interchangeable in the 

literature, such as Hidden-Unit CRF [17], Hidden-state CRF [16] or Hidden CRF [18].  
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In this section, we present a latent CRF model for human activity recognition. For simplicity, 

we use “latent variables” to refer to the augmented hidden layer, as they are unknown either 

in training or testing. The “target variables”, which is observed during training but not testing, 

represent the target states that we would like to predict, e.g. the activity labels. See Figure 5 

for the graphical model and the difference between latent variables and target variables. We 

evaluate the model using the RGB-D data from the benchmark dataset [14]. The results 

show that our model performs better than the state-of- the-art approach [14], while the model 

is more efficient in inference.  

Our contributions can be summarized as follows:  

1) We propose a novel Hidden CRF model for predicting underlying labels based on the 

sequential data. For each temporal segment, we exploit the full connectivity among 

observations, latent variables, and the target variables, from which we can avoid 

making inappropriate conditional independence assumptions.  

2) We show an efficient way of applying exact inference in our graph. By collapsing the 

latent states and the target states, our graphical model can be considered as a linear-

chain structure. Applying exact inference under such a structure is very efficient.  

3) Our software is open source and will be fully available for comparison. 

Details of this work can be found in Appendix C. 
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5 Conclusion and Future Work 

The problem of posture detection from a top-view camera was studied and a novel method 

for posture recognition was developed. When compared to a state-of-the-art approach of 

pose estimation our posture descriptor does much better. The results show that our method 

is able to correctly classify 79.7% of the test sample, which outperforms the conventional 

approach by over 23%.  

The identification and localization of multiple persons in a robot home setting was solved by 

developing a system that seamlessly integrates the information from robot camera and top 

view camera. The results show largely improved efficiency when the robot system is aided by 

the localization system of the overhead cameras.  

The novel model for activity recognition was tested on a standard benchmark data set (CAD-

120 benchmark). Experimental results on this data set show that our model outperforms the 

state-of-the-art approach by over 5% in both precision and recall, while our model is more 

efficient in computation.  

We are currently extending our system with a hierarchical model that can jointly estimate 

both high-level activities (e.g. cooking, drinking, etc.) and low-level activities (e.g. grasping, 

placing, eating, drinking, etc.). As the observations may not be complete in practice, we will 

also look into developing a model that can handle partially observed data.  
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