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den.
VO Virtual Organization
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1 Introduction

Grid4All aims at supporting collaborative applications in a peer-to-peer (P2P) environment. Col-
laboration raises a key problem in distributed systems: access to shared and mutable data, and
this problem is even more difficult in a P2P systems due to the volatility of the participants.

A possible approach is optimistic replication (OR). OR decouples data access from network
access: it allows a processor to access a local replica without synchronising. A processor makes
progress, executing uncommitted actions, even while others are slow or unavailable. Local exe-
cution is tentative and actions may roll back later. An OR system propagates updates lazily, and
ensures consistency by a global a posteriori agreement on the set and order of actions.

However previous implementations of OR do not take into account the semantics of the col-
laboration. Therefore they are either incomplete, or inefficient, or both. For instance, many
algorithms implement a total order, which is inefficient in the common case where many actions
commute.

In our previous work, we brought semantics to OR and proposed the Action Constraint Frame-
work (ACF), which is especially well suited for collaborative applications. In the ACF, a shared
document is represented by a set of actions (or operations) submitted by users, and the set of
constraints between those actions, expressing the semantics. A formal description of the ACF
can be found in Grid4All Deliverable D1.3.

We are currently developing a middleware system, called Telex, that provides communication
and consistency services based on this model. Developpers may focus on the core functionalities
of their application, leaving the difficult issues of managing consistency to Telex. We propose to
re-use and adapt Telex in order to implement the Semantic Store layer of Grid4All. Telex will
enable collaboration in P2P environments, based on optimistic replication and semantic-aware
agreement.

This chapter describes the Telex midddleware and its use within the Grid4All project. The
chapter is organized as follows. Section [ studies the state of the art on semantic replication
and storage. Section Blanalyzes the requirements of the semantic store. Section [ describes in
detail the architecture of Telex and its operation. Finally, section B describes how Telex interfaces
with the underlying VOFS/VOFS in Grid4All. The interface that Telex exposes to application is
described in detail in Appendix I.
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2 State of the art

This section describes the state of the art of data replication in P2P systems. A more compre-
hensive survey can be found in Martins et al. [30].

We first present an overview of data replication, within the larger area of distributed systems.
Then we focus on the optimistic approach, which supports good properties for dynamic environ-
ments. Finally we expose data replication techniques in the particular context of P2P systems.

2.1 Data replication techniques

Data replication consists of maintaining multiple copies of data objects, called replicas, on sepa-
rate sites [43]. An object is the minimal unit of replication in a system. For instance, in a replicated
relational database, if tables are entirely replicated then tables correspond to objects; however, if
it is possible to replicate individual tuples, then tuples correspond to objects. Other examples of
objects include XML documents, typed files, multimedia files, etc. A replica is a copy of an object
stored on a site. We call state the set of values associated with an object or a replica at a given
time.

Data replication is very important in the context of distributed systems for several reasons.
First, replication improves the system availability by removing single points of failures (objects
are accessible from multiple sites). Second, it enhances the system performance by reducing
the communication overhead (objects can be located closer to their access points) and increases
the system throughput (multiple sites serve the same object simultaneously). Finally, replication
improves the system scalability as it supports the growth of the system with acceptable response
times. However, data replication in distributed system has a major issue: how to manage replicas,
or equivalently how to manage updates.

Gray et al. [20] classify replica control mechanisms according to two parameters: where
updates take place (i.e., which replicas can be updated), and when updates are propagated to
all replicas to be executed. According to the first parameter (i.e., where), replication protocols
can be classified as single-master or multi-master solutions, as described in sub-section 22111
According to the second parameter (i.e., when), update propagation strategies are divided into
synchronous (eager) and asynchronous (lazy) approaches, as described in sub-section
The replica control mechanisms are also affected by the way in which replicas are distributed
over the network (replica placement). Sub-section 212 discusses the full and partial replication
alternatives.

2.1.1 Single vs. multiple masters

A replica of an object can be classified as primary copy or secondary copy according to its
updating capabilities. A primary copy accepts read and write operations and is held by a master
site. A secondary copy accepts only read operations and is held by a slave site.

In the single-master approach, there is only a single primary copy for each replicated object.
In this case, every update is first applied to the primary copy at the master site, and then it is
propagated towards the secondary copies held by the slave sites. Due to the interaction between
master and slave sites, this approach is also known as master/slave replication. Centralizing
updates at a single copy avoids concurrent updates on different sites, thereby simplifying the
concurrency control. In addition, it ensures that one site has the up-to-date values for an ob-
ject. However, this centralization introduces a potential bottleneck and a single point of failure.
Therefore, a failure in a master site blocks update operations, and thus limits data availability.
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In the multi-master approach, multiple sites hold primary copies of the same object. All these
copies can be concurrently updated, wherefrom the multi-master technique is also known as
update anywhere. Distributing updates avoids bottlenecks and single points of failures, thereby
improving data availability. However, and in order to ensure data consistency, concurrent updates
to different copies must be coordinated and a reconciliation procedure must be applied to ensure
the consistency between replicas.

2.1.2 Full replication vs. partial replication

Replica placement over the network directly affects the replica control mechanisms. Full repli-
cation consists of storing a copy of every shared object at all participating sites. This approach
provides simple load balancing since all sites have the same capacities, and maximal availability
as any site can replace any other site in case of failure.

With partial replication, each site holds a copy of a subset of shared objects, so that the
objects replicated at one site may be different of the objects replicated at another site. This ap-
proach expends less storage space and reduces the number of messages needed to update
replicas since updates are only propagated towards some sites. However, if related objects are
stored at different sites, the propagation protocol becomes more complex as the replica place-
ment must be taken into account. In addition, this approach limits load balancing since certain
sites are not able to execute a particular set of transactions.

2.1.3 Synchronous vs. asynchronous systems

In distributed database systems, data access is done via transactions. A transaction is a se-
guence of read or/and write operations followed by either a commit or abort, if the transaction
does not complete successfully. A transaction that updates a replicated object must be propa-
gated to all sites that hold replicas of this object in order to keep its replicas consistent. Such
update propagation can be done within the transaction boundaries or after the transaction com-
mit. The former is called synchronous, and the latter asynchronous propagation.

Synchronous propagation The synchronous update propagation approach (a.k.a. eager) ap-
plies changes to all replicas within the context of the transaction that initiates the update. As a
result, when the transaction commits, all replicas have the same state.

This mechanism is achieved by using concurrency control techniques such as two-phase
locking (2PL) [47] or timestamp based algorithms. In addition, a commitment protocol like two-
phase commit (2PC) [47] can be run to provide atomicity (either all transactions’ operations are
completed or none of them are). Thus, synchronous propagation enforces mutual consistency
among replicas. Bernstein et al. [7] define this consistency criteria as one-copy serializability,
i.e., despite the existence of multiple copies, an object appears as one logical copy (one-copy
equivalence). Namely a set of accesses to the object on multiple sites is equivalent to the serial
execution of these accesses on a single site.

Early solutions [5], [45] use synchronous single-master approaches to ensure one-copy seri-
alizability. However, most of the algorithms avoid this centralized solution and follow the multi-
master approach by accessing a sufficient number of copies. For instance, in the ROWA (read-
one/write-all) approach [7], read operations are done locally while write operations access all
copies. ROWA is not fault tolerant since the update processing stops whenever a copy is not
accessible. ROWAA (read-one/write-all-available) [6] overcomes this limitation by updating only
the available copies. Another alternative are quorum protocols [17, 22], which can succeed as
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long as a quorum of copies agrees on executing the operation. Other solutions combine ROWA/
ROWAA with quorum protocols [16}, 2].

More recently, Kemme and Alonso [26] proposed new protocols for eager replication that take
advantage of group communication systems, avoiding some performance limitations of existing
protocols. Group communication systems [10] provide group maintenance, reliable message
exchange, and message ordering primitives between groups of nodes. The basic mechanism
behind these new protocols is to first perform a transaction locally, deferring and batching writes
to remote replicas until transaction commit time. At commit time all updates (the write set) are
sent to all replicas using a total order multicast which guarantees that all nodes receive all write
sets in exactly the same order. As a result, no two-phase commit protocol is heeded and no
deadlock can occur. Following this approach, Jiménez-Peris et al. [23] show that the ROWAA
approach, instead of quorums, is the best choice for a large range of applications requiring data
replication in cluster environments. Next, in [29] the most crucial bottlenecks of the existing
protocols are identified, and optimizations are proposed to alleviate these problems, making one-
copy serializability feasible in WAN environments of medium size.

The main advantage of the synchronous propagation is to avoid divergences among replicas.
This enables local reads since transactions surely take up-to-date values. The drawback is that
the transaction has to update all replicas before committing. If one replica is unavailable, this can
block the transaction, making synchronous propagation unsuitable for dynamic networks such as
P2P. In addition, the transaction response times and the communication costs increase with the
number of replicas and, for these reasons, this approach does not scale beyond a few tens of
sites.

Asynchronous propagation The asynchronous update propagation approaches (a.k.a. lazy)
do not change all replicas within the context of the transaction that initiates the updates. Indeed,
the initial transaction commits as soon as possible, and afterwards the updates are propagated to
all replicas. Asynchronous replication solutions can be classified as optimistic or non-optimistic
according to their assumptions concerning conflicting updates. In general, optimistic replication
relies on the assumption that conflicting updates will occur only rarely, if not at all. Updates are
therefore propagated in the background, and occasional conflicts are fixed after they happen.
In contrast, non-optimistic asynchronous replication assumes that update conflicts are likely to
occur and implements propagation mechanisms that prevent conflicting updates.

An advantage of the asynchronous propagation is that the update does not block due to
unavailable replicas, which improves data availability. In addition, communication is not needed
to coordinate concurrent updates, thereby reducing the transaction response times and improving
the system scalability. In particular, the optimistic asynchronous replication is much more flexible
than other approaches as the system can choose the appropriate time to propagate updates and
the application can progress over a dynamic network in which nodes can connect and disconnect
at any time. The main drawback of optimistic techniques is that replicas may diverge, and then
local reads are not guaranteed to return up-to-date values. The non-optimistic asynchronous
replication is not as flexible as the optimistic approach, but it provides up-to-date values for local
reads with high probability.

Non-optimistic approaches The goal of non-optimistic asynchronous solutions is to use lazy
replication while still providing one-copy serializability. Chundi et al. [13] have shown that se-
rializability cannot be guaranteed in all cases. To circumvent this problem, it is necessary to
restrict the placement of primary and secondary copies across the system. The main idea is
to define a set of allowed configurations using graphs, so that nodes represent sites and edges

Grid4All Public Page D 3.1-Chapter 1-9



CHAPTER | - REQUIREMENTS, DESIGN AND IMPLE- Grid4All-034567
MENTATION PLAN OF DATA FACILITIES 26th June 2007

between sites represents links between primary and secondary copies of a given object. If this
graph is acyclic, serializability can be guaranteed by simply propagating updates sometimes after
transaction commits [13].

Pacitti et al. [32, 31] have enhanced these initial results by allowing certain cyclic configura-
tions. The replication algorithm assumes that (1) the network provides FIFO reliable multicast, (2)
an upper bound on the time to multicast a message from a node to node (noted Max) is known
and (3) that local clocks are g-synchronized i.e., the difference between any two correct clocks
is not higher than €). As a result, a transaction is propagated in at most Max+ € units of time
and thus chronological and total orderings are ensured with no coordination among sites. Ex-
perimental results show that such approaches ensure a consistency level equivalent to one-copy
serializability for normal workloads, and for bursty workloads the consistency level is still quite
close to one-copy serializability. Coulon et al. [15] have extended this solution to work properly in
the context of partial replication.

Breitbart et al. [[8] propose alternative solutions. The first one requires acyclic directed config-
uration graphs (edges are directed from primary copy to secondary copy). The second solution, in
contrast, allows cyclic graphs, and applies lazy propagation along acyclic paths while eager repli-
cation is used whenever there are cycles. Since these approaches use lazy update propagation,
the state of a replica can be somewhat stale with respect to committed (validated) transactions.
Thus, the associated consistency criterion is freshness, which is defined as the distance between
two replicas wrt. validated transactions.

Optimistic approaches Contrasting with non-optimistic approaches, optimistic replication does
not aim at providing one-copy-serializability. Indeed, it assumes that conflicts are rare or do not
happen. Thus, the propagation of updates is done in background and replica divergences may
arise. Conflicting updates are reconciled later, which means that the application must tolerate
some level of divergence among replicas. This is acceptable for a large range of applications,
which are described in the following section.

2.2 Optimistic replication

This section presents several systems based on optimistic replication. In the description, we
focus on features that differentiate Telex from those systems.

2.2.1 DNS

The Domain Name System [4] is the standard hierarchical name service for the Internet. Names
for a particular zone (a subtree in the name space) are managed by a single master site that
maintains the authoritative database for that zone and optional slave sites that copy the database
from the master. The master and slaves can answer queries from remote sites.

2.2.2 LOCUS

LOCUS [33] is a distributed operating system composed by a replicated file system. The file
system uses version vectors to order updates on distinct replicas of the same object. A version
vector is an array of timestamps that allows the detection of conflicting updates. For LOCUS,
any two concurrent updates to the same object are in conflict. LOCUS automatically resolves
conflicts by taking two versions of the object and creating a new one.
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2.2.3 TSAE

Time-Stamped Anti-Entropy [18] uses real-time clocks to order operations. Basically, sites ex-
change vector clocks (i.e., arrays of timestamps) and acknowledge vectors in order to learn about
the progress of others, so that a site i is able to determine which operations have surely been
received by all sites at a given time. As a result, site i can safely execute these operations in the
timestamp order and delete them. TSAE does not perform any conflict detection or resolution. It
only needs to agree on the set of operations and their order.

2.2.4 Ramsey and Csirmazs’ file system

Ramsey and Csirmaz formally study the semantic of a simple file system that supports few op-
eration types, including create, remove, and edit [39]. For every possible pair of concurrent
operations, they define a rule that specifies how the operations interact and may be ordered.
Non-concurrent operations are executed in the submission order.

2.2.5 Unison

Unison [36] is a file synchronizer that reconciles two replicas of a file or directory based only on
the current states of the replicas (i.e., it does not use operation logs). Unison takes into account
the semantics of the file system when trying to merge two replicas. Non-conflicting updates are
automatically propagated, but nothing is done with conflicting updates. Thus, after reconciliation
replicas may hold different states.

226 CVS

The Concurrent Versions System [9] is a version control system that lets users edit a group of
files collaboratively and retrieve old versions on demand. A central site stores the repository that
contains authoritative copies of the files and the associated changes. Users create private copies
(replicas) of the files and modify them concurrently. After that, users commit private copies to the
repository. CVS automatically merges changes of distinct users on the same file if there is no
overlap. Otherwise, user must resolve conflicts manually.

2.2.7 Harmony

Harmony [35] is a generic framework for reconciling disconnected updates to heterogeneous,
replicated XML data. For instance, Harmony is used to reconcile the bookmarks of multiple web
browsers (Mozilla, Safari, OmniWeb, Internet Explorer, and Camino). This application allows
bookmarks and bookmark folders to be added, deleted, edited, and reorganized by different
users on disconnected machines. Similar to Unison, Harmony takes only replica states and it
does not resolve update conflicts.

2.2.8 Bayou

Bayou [34] is a research mobile database system that lets a user replicate a database on a mobile
computer, modify it while disconnected, and synchronize with any other replica of the database
that the user happens to find. In Bayou, each operation has attached a dependency check and
a merge procedure. The dependency check is run to verify if the operation conflicts with others
whereas the merge procedure is executed to repair the replica state in case of conflict. In Bayou,
a single primary site decides which operations should be committed or aborted and notifies other
sites about the sequence in which operations must be executed. Anyway, Bayou remains different
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from single-master systems as it allows any site to submit operations and propagate them, letting
users to quickly see the operations effects. In single-master systems, only the master can submit
updates.

2.2.9 OceanStore

OceansStore [28] is a peer-to-peer distributed storage that targets groupware applications, as
Grid4All does. It provides an update model based on conflict resolution, derived from that of
Bayou. However the conflict resolution uses centralization points called primary tiers, which may
render it unsuitable for large scale cooperative applications.

2.2.10 IceCube

Icecube [38,137] is a general-purpose reconciliation system that exploits the application semantics
to resolve conflicting updates. In IceCube, update operations are called actions and are stored
in logs. IceCube captures the application semantics by means of constraints between actions. It
treats reconciliation as an optimization problem where the goal is to find the largest set of actions
that honor the stated constraints. Reconciliation is performed by a master site, which propagates
the outcome to other sites.

2.2.11 Distributed log-based reconciliation

Chong and Hamadi [11] propose distributed algorithms for log-based reconciliation constructed
upon the formal framework introduced in IceCube. Actions and constraints are partitioned in a set
of nodes that locally compute the largest set of non conflicting actions, and then combine these
local solutions into a global consistent distributed solution. This approach requires an ordering
between nodes that share constraints.

So far, we have seen replication solutions in the context of distributed systems. However,
P2P systems have specificities that have lead to a panel of adhoc techniques detailed in the next
section.

2.3 Replication in P2P systems

P2P systems allow decentralized data sharing, distributing data storage across all peers of a
P2P network. Since these peers can join and leave the system at any time, the shared data
may become unavailable. To cope with this problem, P2P systems replicate data over the P2P
network.

In this section, we present the main existing P2P systems from the perspective of data man-
agement and we discuss the corresponding data replication solutions. Throughout this section
we assume that the reader has a good knowledge of P2P systems. For a survey of P2P systems
please refer to Grid4All Deliverable D1.1.

2.3.1 Napster

Napster [1]] is a P2P system supported by a super-peer network which relies on central servers to
mediate node interactions. Any peer that shares files connects to a super-peer and publishes the
files it holds. The super-peer, in turn, keeps connection information (e.g., IP address, connection
bandwidth) and a list of files provided by each peer.
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In order to retrieve a file from the overall P2P network, a peer sends a request to the super-
peer, which searches for matches in its index and returns a list of peers that hold the desired file.
The peer that has submitted the query then opens direct connections with one or more peers
belonging to the super-peer reply and downloads the desired file.

Napster relies on replication for improving files availability and enhancing performance, but
it does not implement a particular replication solution. Indeed, replication occurs naturally as
nodes request and copy files from one to another. This is referred as passive replication. Napster
is simple to implement and efficient for locating files, but it has two main limitations. First, it stores
read-only data (e.g., music files). Second, super-peers constitute single points of failure and are
vulnerable to malicious attack.

2.3.2 Gnutella

Gnutella [24] is a P2P file sharing system built on top of an IP network service. Its overlay network
is unstructured. In order to obtain a shared file, the node that requests the file (the requestor)
must perform three tasks: join the Gnutella network, search the desired file, and download it.

To join the Gnutella network, the requestor connects to a set of nodes already joined (a boot-
strap list is available in databases such as gnutellahosts.com’s one) and sends them a request.
Each of these nodes receiving this request send back a message containing its IP and port as
well as the number and size of its shared files; and in addition, it propagates the announcement
request to its neighbors.

Once joined, the requestor can search the desired file. The searching mechanism starts with
a query message ( sent by the requestor to its neighbors and distributed throughout the network
by flooding . Replies to q are routed back along the opposite path through which q arrived. A
reply of a host that can satisfy  is called query hit and contains the IP, port, and speed of the
host. When the requestor receives a query hit message, it directly connects to the node that holds
the desired file and performs the download. In order to improve efficiency and preserve network
bandwidth, duplicated messages are detected and dropped. And in addition, the message spread
is limited to a maximum number of hops.

As Napster, Gnutella implements passive replication, i.e., a file is only replicated at nodes
requesting the file. To improve locality of data, as well as availability and performance, active
replication methods were proposed in which files may be proactively replicated at arbitrary nodes.
However, Gnutella keeps on a major limitation, namely it deals with read-only files.

2.3.3 Chord

Chord [44] is a P2P routing and location system on top of a DHT overlay network. Chord uses
consistent hashing [25] for mapping data keys to nodes responsible for them.

The consistent hash function assigns each node and key an m-bit identifier using a base hash
function such as SHA-1. The identifier length m must be large enough to make the probability
of two nodes or keys hashing to the same identifier negligible. A node identifier is chosen by
hashing the node’s IP address, while a key identifier is produced by hashing a data key. All node
identifiers are ordered in a circle modulo 2™. A data key K is assigned to the first node whose
identifier is equal to or follows k in the identifier space. The use of consistent hashing tends to
balance load as each node receives roughly the same number of keys.

Chord does not implement data replication; it delegates this responsibility to the application.
However, it proposes that the application implements replication by storing the object under sev-
eral keys derived from the data’s application level identifier. Knezevic et al. [27] realizes this
purpose assuring that in case of concurrent updates on the same replicated object only one peer

Grid4All Public Page D 3.1-Chapter 1-13



CHAPTER | - REQUIREMENTS, DESIGN AND IMPLE- Grid4All-034567
MENTATION PLAN OF DATA FACILITIES 26th June 2007

completes the operation. In addition, missing replicas are proactively recreated within refresh-
ment rounds. This approach gives probabilistic guarantees on accessing correct data at any point
in time. Akbarinia et al. [3] use multiple hash functions to produce several key identifiers from a
single key. They allow updating replicas of the same object in parallel and rely on timestamps to
automatically resolve conflicts. This approach provides probabilistic guarantees of consistency
among replicas; however, conflicting updates might cause lost updates.

In [19] the authors introduce propose a lighweight replication service on top of Chord that
aims at reducing the nodes load. The authors propose a generic algorithm LAR and evaluates
its performances while it runs on top of Chors. LAR takes a minimalist approach to replication.
Servers periodically compare their load to local maximum and desired loads. High load causes a
server to attempt creation of a new replica usually the sender of the last message. Since servers
append load information to messages that they originate, .downstream. servers have recent
information on which to base replication decisions. Information about new replicas is then spread
on subsequent messages that contain requests for the same data item.

Replication on top of Chord was recently addressed in [12)]. The authors propose a simple a
efficient replication on top of Chord.

A major limitation of Chord is that the user cannot control data placement.

234 CAN

CAN (Content Addressable Network) [40] relies on a structured P2P network that resembles
a hash table. It uses a virtual d-dimensional Cartesian coordinate space to store and retrieve
(key, value) pairs. This coordinate space is completely logical as it is not related to any physical
coordinate system. At any point in time, the entire coordinate space is dynamically partitioned
among all nodes in the system, so that each node owns a distinct zone that represents a segment
of the entire space.

From the replication perspective , CAN assumes immutable (read-only) content and similarly
to Chord, the main limitation of CAN is that the user cannot control data placement. The two
approaches proposed in CAN to ensure replication are the following:

e The first one is to use m hash functions to map a single key onto m points in the coordi-
nate space, and, accordingly, replicate a single (key,value) pair at m distinct nodes in the
network (similarly to Chord’s solution).

e The second approach represents an optimization over the basic design of CAN that con-
sists of node n proactively pushing out popular keys towards its neighbors when n finds it
is being overloaded by requests for these keys. In this approach, replicated keys should
have an associated time-to-live field to automatically undo the effect of replication at the
end of the overloaded period.

CAN infrastructure was recently used in publish/subscribe [21] systems in order to store in a
persistant way the subscribtions keys. The CAN grid is devised in two parts following the main
diagonal. All data stored above the main diagonal is replicated in the zones situated under the
main diagonal.

2.3.5 Pastry

Pastry [41] is a P2P infrastructure intended for supporting a variety of P2P applications like global
file sharing, file storage, group communication, and naming systems. Pastry is built on top of a
structured overlay network.
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Each node in the Pastry network has a 128 bits long identifier. Node identifiers are ordered
in a circle like Chord identifiers. Data placement in Pastry is also similar to Chord, i.e., an object
identified by key is stored at the node whose id is closest to key.

Contrasting with Chord, Pastry takes latency into account to establish node’s neighborhoods.
For routing a message looking for a certain key k, each node forwards this message to its neigh-
bor whose id is the most similar to k. In addition, the application is notified at each Pastry node
along the message route, and may perform application-specific computations related to the mes-
sage.

Pastry does not implement object replication directly, but it provides functionalities that enable
an application on top of Pastry to easily take advantage of replicas. First, Pastry can route a
message that looks for key to the k nodes whose ids are closest to key. As a result, a file storage
application, for instance, can assign a key to a file (e.g., using a hash function on file’'s name
and owner) and store replicas of this file on the k Pastry nodes with ids closest to key. Second,
Pastry’s notification mechanisms allow keeping such replicas available despite node failures and
node arrivals, using only local coordination among adjacent nodes.

2.3.6 Freenet

Freenet [14] is a distributed information storage system focused on privacy and security issues.
In FreeNet users contribute to the network by giving bandwidth and a portion of their hard drive
(called the "data store”) for storing files. Unlike other peer-to-peer file sharing networks, Freenet
does not let the user control what is stored in the data store. Instead, files are kept or deleted
depending on how popular they are, with the least popular being discarded to make way for
newer or more popular content. Files in the data stor e are encrypted to reduce the likelihood
of prosecution by persons wishing to censor Freenet content. Concerning the underlying P2P
network, Freenet is often qualified as loosely structured network since the policies it employs to
determine the network topology and data placement are not deterministic.

To add a new file, a user sends an insert message to the system, which contains the file
and its assigned location-independent globally unique identifier (GUID). The file is then stored in
some set of nodes. During the file’s lifetime, it might migrate to or be replicated on other nodes.
To retrieve the file, a user sends out a request message containing the GUID key. When the
request reaches one of the nodes where the file is stored, that node passes the data back to the
request’s originator.

Every node in Freenet maintains a routing table that lists the addresses of other nodes and
the GUID keys it thinks they hold. When a node receives a query, if it holds the requested file,
it returns this file with a tag identifying itself as the data holder. Otherwise, the node forwards
the request to the node in its table with the closest key to the one requested, and so forth. If the
request is successful, each node in the chain passes the file back upstream and creates a new
entry in its routing table associating the data holder with the requested key. Depending on its
distance from the holder, each node might also cache a copy locally. An insert message follows
the same path that a request for the same key would take, sets the routing table entries in the
same way, and stores the file in the same nodes. Thus, new files are placed where queries would
look for them.

Data replication occurs as a side effect of search and insert operations. Searches replicate
data along the query paths (upstream). In the case of an update (which can only be done by
the data’s owner) the update is routed downstream based on keys similarities. Since the rout-
ing is heuristic and the network may change without notifying peers updates may be lost and
consistency is not guaranteed.
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2.3.7 Past

PAST [42] is a P2P file storage system that relies on Pastry to provide strong persistency and high
availability of immutable (read-only) files on the Internet. The PAST system offers the following
operations: insert, lookup, and reclaim.

The insert operation stores a file in k distinct nodes within the PAST network. The lookup
operation reliably retrieves a copy of the desired file if it exists in PAST and if at least one of the
k nodes that store the file is reachable. Then the file is normally retrieved from a live node “near”
(in terms of latency) the PAST node issuing the

The reclaim operation reclaims the storage occupied by the k copies of a file. Once the
operation completes, PAST no longer guarantees the success of lookup operations. Reclaim is
different from delete because the file may remain available for a while.

Replica management in PAST is based on Pastry’s functionalities.

2.3.8 DKS

DKS is a familly of infrastructures for P2P systems. Each search in DKS is resolved in logk(N)
steps. To ensure this, each node is present at |0gx(N) levels in the hierarchical overlay DKS. At
each level a node has a view. Each view is composed of k equal parts disjoint (intervals) of the
identifier space. For each interval in a node n view, DKS maintains a contact point that the node
will contact whenever it wishes to reach some keys in the respective view.

On top of DKS was proposed a replication service based on the symmetry principle. The
main idea behind symmetric replication is that each identifier in the system is associated with
f other identifiers. If identifier i is associated with identifier r, then any item with identifier i is
stored at the peers responsible for identifiers i, and r. Similarly, any item with identifier r is also
stored at the peers responsible for the identifiers i, and r. The identifier space is partitioned into
% equivalence classes such that identifiers in an equivalence class are all associated with each
other. To replicate items in this scheme, the responsible peer of identifier i stores every item with
an identifier associated with i. This implies that to find an item with identifier i, a request can be
made for any of the identifiers associated with i.
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3 Requirement analysis

Requirements on the semantic store stem from both the limitations of existing OR systems and
the large-scale, dynamic, P2P nature of the Grid4All environment. We divide the requirements
on the semantic store into functional and technical requirements. The former relate to what
end users expect from the semantic store, whereas the latter address architectural, engineering
and ressource usage issues. We further distinguish requirements regarding the semantic store
itself, and those regarding the integration of the semantic store with the underlying VOFS. Next
paragraphs address each of these aspects.

3.1 Functional requirements
3.1.1 Semantic store

Users connected at different locations and/or times should be able to create, view, and update
shared documents. When collaboratively editing a document, users should be able to make
progress despite conflicts that may arise.

In order to be relevant, conflict detection and resolution should take semantics into account.
All possible levels of semantics should be adressed: data semantics, application semantics and
user intents.

Users should be able to define their own view of a shared document. For instance, they
should see each other updates in real time in the case of shared whiteboard. On the other hand,
they should be able to select a personalized view where other updates are ignored when editing
a text document, in order not to be distracted by group activity.

The semantic store should helps users with reconciliation when conflict occurs. It should
present users with alternative solutions to the conflict, and let users choose the one they prefer.
For instance, they should be able to retain the most important update, or minimize the amount of
lost work.

Users should be able to define semantic constraints between two or more documents, in order
to enforce consistency accross documents. This should be allowed even if these documents are
processed by distinct applications.

Users should be able to access and modify a shared document regardless of their being con-
nected or disconnected to/from other Grid4All computers. The only change they should perceive
is the frequency of updates of the document’s contents.

3.1.2 Integration with VOFS

The semantic store will allow users to share documents with rich semantics and that are updated
by multiple writers. However, we expect Grid4All users to also share files with simple structure or
that are updated by a single writer. Handling these plain files does not require the services of the
semantic store and thus they will be stored directly in the VOFS for simplicity.

Users should be able to store, designate and manipulate semantic store documents and plain
files in the same way. In particular, semantic store documents and plain files should share the
same name space and the same storage ressources. As for plain files, users should be allowed
to copy, move and delete a semantic store document and to change its access rights.

Just as VOFS guarantees ubiquitous access to plain files, the semantic store should not
assume that users are tied to a specific computer of the system. Instead, users should be allowed
to move from one computer to another and still access semantic store documents without any
loss of functionality or performance.
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3.2 Technical requirements
3.2.1 Semantic store

The architecture of the semantic store should be fully P2P and it should respects the autonomy
of each site. In particular, the semantic store should not assume constant connectivity between
sites. It should also allow distributed conflict resolution, with no specific leader site.

The semantic store should allow several applications to concurrently use its services at any
one site. These applications should be able to run anaware of one another, unless they process
documents that are bound by cross-document constraints. Moreover, handling bound documents
should not require complex interfaces and synchronization mechanisms between applications.

The semantic store should optimize the use of the disk, CPU and network ressources re-
quired to store and process a shared document. In particular, logs should not be allowed to
grow indefinitely and document snapshots should be stored incrementally. Conflict resolution
and action scheduling should be performed only when necessary.

3.2.2 Integration with VOFS

Section B2 states that file commands such as copy, nove, etc., should have their counterpart
for semantic store documents. To avoid developping a new set of commands, semantic store
documents should actually be handled through regular file system commands. This is particularly
important considering that a Grid4All system will aggregate computers with various operating
systems. This requirement implies that semantic store documents be stored under a regular file
system structure.
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4 Semantic store - Telex

We propose to use Telex as the semantic store layer of Grid4All. Telex enables collaborative
application by providing consistency services based on the Action Constraint Formalism (ACF).

Telex defines a document as the basic sharing unit. The current state of a document is
represented by the history of actions submitted by users to update the document. These actions
are bound by contraints that express the semantics of updates by defining scheduling invariants
between actions.

The ACF defines three elementary constraints: non- conmut i ng, not - af t er and enabl es.
These constraints can be combined to express a wide range of semantics: data semantics, such
as commutativity and conflicts, application semantics, such as causal dependence or user intents,
such as atomicity. A detailed description of the ACF can be found in Grid4All Deliverable D1.3.

Telex replicates the history of actions and constraints across co-operating sites. Based on
locally-known actions and constraints, Telex computes sound schedules, i.e. sequences of ac-
tions that comply with constraints, and proposes them to the application for execution.

Telex ensures that co-operating sites eventually apply the same schedule on their local replica
by periodically running a distributed committment protocol. Each site votes for the schedule of its
choice, possibly specified by the local user. No site takes precedence over the others.

A user may select a particular view of a document by means of action filters. A filter defines
which actions of the document history Telex must exclude when computing sound schedules.
The user may define several filters on a document and dynamically add and remove them.

A user may take one or more snapshots of a document of particular interest to him. Telex
takes additional snapshots in order to speed up the traversal of action history. Snapshots are
also used as garbage collection points of the history of actions and constraints.

Although documents are the basic sharing unit, Telex does not assumes that documents are
always independent. Instead, it allows a user or an application to define a constraint between
actions of two distinct documents. In this case, Telex computes sound schedules over the actions
of all of the documents bound by constraints.

The remainder of this section is organized as follows. Subsection E1l presents the main data
structures of Telex. Subsections to 4] describe the architecture of Telex and its operation.
Subsection L5 presents the interface that Telex exposes to applications.

4.1 Data structures
4.1.1 Document

The document is the basic data sharing unit in Telex. Figure [l shows the various components of
a Telex document, as stored on persistent storage. These are:

e A multi-log. This is the main data structure, which represents the contents of the docu-
ment. It contains the history of actions and constraints submitted by users. The multi-log
is replicated asynchronously at each participating site.

e A set of user-defined action filters. Filters are saved as part of the persistent state of the
document, in a per-user name space. Filters are not replicated on each participating site.
Depending on Telex’s operating mode, described later, filters may however be accessible
from all sites.

e A set of user-defined state snasphots. Snapshots are saved as part of the persistent state
of the document, in a per-user name space. Like filters, snasphots are not replicated but
may be accessible from all sites depending on Telex’s operating mode.
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Figure 1. Components of a Telex document.

These components are described in more detail below.

4.1.2 Multi-log

The multi-log is implemented as a set of logs, one per participating user. Each log is a sequence
of XML records representing either an action or a constraint.

To ease garbage-collection, Telex splits per-user logs into chunks, not shown on Figure [
Thus, triming the history of actions and constraints from the head simply amounts to delete some
log chunks.

4.1.3 Action

An action represents an application operation. As shown in Figure B it is described by several
attributes. Some are known to Telex, others are opaque. Attributes known to Telex are:

e issuer: the user that submitted this action.
e timestamp: the sequence number of this action, relative to issuer.
e time: the time this action was created.

e keys: keys identify the application object(s) that this action targets; their use is described
in section 2211

Opaque attributes are only used by the application. They describe the semantics of the
action. These are:

e operation: the application operation that this action corresponds to.
e arguments: the list of arguments of the operation.

e other: any application-specific information.

An action belongs to only one document. It is uniquely identified by the triple (document ,
i ssuer, tinestanp). Telex logs an action in the log of the user who issues it. The on-disk
representation of an action does not include its i ssuer attribute as it is implicit.
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Figure 2: Action and constraint attributes.

4.1.4 Constraint

A constraint reifies a semantic relation between two actions. As shown in Figure[2] it is composed
of the following attributes:

e issuer: the user that defined this constraint.

e type: the type of this constraint (non- commut i ng, not - af t er, etc.).
e actionl, action2: the actions that this constraint binds.

e other: any application-specific information.

A constraint is uniquely identified by the triple (t ype, actionl, action2). Telex logs a
constraint in the log of the user who issues it. The on-disk representation of a constraint does not
include its i ssuer attribute as it is implicit.

Most often, a constraint binds two actions of the same document, whether issued by the same
user or not. Such a constraint is called an intra-document constraint. However, a constraint may
bind actions of two distinct documents. Such a constraint is called a cross-document constraint.
It is then logged in both documents.

A constraint Creferences an action A by using one of the three following forms: (ti mest anp)
if Ais issued by the same user as C and belongs to the same document, (i ssuer, timestanp)
if A belongs to the same document as Cand (docl d, issuer, tinestanp) otherwise. Inthe
latter form, docl d is the numerical id of the document that action A belongs to. This id is an
index in a document table that gives the full pathname of the document. This table, not shown
in Figure [, is saved as part of the persistent state of the documents in which the constraint is
logged.

Figure Bl shows an example of the two types of constraint. Constraint C; is an intra-document
constraint: it binds actions A; and Ay of docunent ;. Constraint C; is issued by user ; and thus
it is logged in user 1’s log of document 1. On the other hand, constraint C; is a cross-document
constraint: it binds action Az of document 1 and action A4 of docunment 5. Constraint C; is issued
by user 3 and thus it is logged in user 3’s log of both docunent ; and docunent ».

415 Filter

A filter defines a set of actions that a user wishes to exclude from his view of the document. The
attributes of a filter are shown in Figure [l To define a filter, a user specifies its name and one
or more filtering criteria. These criteria may relate to any attribute of an action. Using generic
attributes, a user may for instance filter out all of the actions issued by some user uUj. He may
also filter out all of the actions that U; submitted after a specific action or after a specific time.
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Figure 3: Intra- and cross-document constraint logging.

User may dynamically assign and remove filters to/from a document. A given filter may be
assigned to one ore more documents. Telex saves the set of currently-defined filters as part the
persistent state of the document. It uses a distinct name-space for each user to avoid name
conflicts. When a user opens a document, Telex automatically loads and apply the filters that this
user have defined.

As shown in Figure [[l user may activate or de-activate a filter. When computing sound
schedules, Telex only applies the set of active filters. The activity status of a filter is saved as part
of the persistent state of the document when the document is closed.

Note that user may define a filter that targets a specific action of a document. By activating
and de-activating the filter, user may thus selectively undo and redo the corresponding action in
his view of the document. (To undo an action persistently, the user must abort it. By convention,
this is expressed by a reflexive bef or e constraint on the action.)

4.1.6 Snapshot

A snapshot records the state of the document at a particular point in time. The attributes of
a snapshot are shown in Figure [l To define a snapshot, a user specifies its name and the
schedule of actions whose execution yields the state being recorded. In addition, the application
may provide the corresponding binary state of the document. In this case, the snapshot is said
to be materialized.

The user may define any number of snapshots of interest to him, and later remove those that
are no longer useful. Telex saves the set of currently-defined snapshots as part the persistent
state of the document. It uses a distinct name-space for each user to avoid name conflicts.

When saving hinary states on persistent storage, Telex optimizes disk utilization by using a
content-based naming scheme, as follows. Telex first splits state into fixed-size fragments and
computes the SHA-1 hash of each fragment. It then saves each fragment under the (file) name
representing its hash value. File names of fragments that make up the state are stored in a file
representing the snaphot. Thus, state fragments that remain unchanged from one snapshot to
another are reused instead of being stored twice. Moreover, fragments are stored in a space
common to all users, thus enabling fragment sharing between users. This is particularly useful
when dealing with large documents, such as video files.

The size of fragments is a parameter that application may specify on a per-document basis.
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Figure 4: Snapshots and state fragments.

Moreover, based on their knowledge of structure of the document state, applications may provide
a specific fragmentation scheme to Telex in order to improve fragment re-use.

Figure | illustrates the re-use and sharing of state fragments. It represents three material-
ized snapshots of the same document: snapshot 11 and snapshot 1, taken by user user 1, and
snapshot »; taken by user ,. Each of the corresponding binary states consists of five fragments.
In this example, snapshots snapshot 12 and snapshot »; happen to represent the same docu-
ment state. Thus, although they are saved by distinct users, they share the same set of state
fragments. Snapshot snapshot 1o was taken shortly after snapshot 11 and it only differs from the
latter by fragments #2 and #5: fragments #1, #3 and #4 are re-used from snapshot snapshot 1.
(Note that this figure does not represent the schedule that each snapshot file normally contains.)

4.2 Architecture and basic operation

Figure Bl shows the overall architecture of a Telex instance. One such instance runs at each site
and communicates with remote instances.

On top of the figure are the applications using the services of Telex. Several such applications
may run concurrently at the same site. These applications may run on behalf of distinct users,
possibly belonging to distinct VO. A Telex application may be an application developped from
scratch on Telex, like the shared Calendar described in Chapter I. Or it may be a adapter layer
inserted beneath an existing application, like for example a database manager.

In the middle of the figure is the Telex middleware. Itis composed of two main modules — the
scheduler and the replica reconciler — layered on top of two auxiliary modules — the transmitter
and the logger. Arrows in the figure represent invocation paths between Telex modules and
to/from applications.

Each application may open one or more documents. For each open document, Telex cre-
ates one instance of each module, which maintains the execution context of the document. The
only exception is when documents are bound by cross-document constraints, as described in
section 311

Each document is associated with a set of Telex instances that collaboratively edit the docu-
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Figure 5: Telex architecture

ment, either at the same time, earlier or later. This set is specific to a document (or to a group of
documents) as a user is involved in several working groups in the general case.

The operation of each module is described next. In the description, the document refers
to the document the module has beeen instanciated for, the application is the application that
currently edits the document and peer instances refers to Telex instances that collaboratively edit
the document.

4.2.1 Scheduler

The role of the scheduler is twofold. First, it maintains an action-constraint graph that represents
the local state of the document. Second, it periodically computes sound schedules from this
graph and proposes them to the application for execution.

The action-constrain graph is the in-memory representation, at the local replica, of the docu-
ment’s multi-log. Actions and/or constraints are added to the graph either by:

e the application (arrow #1), when local user updates the document,
e the logger (arrow #2), when it receives an update issued by a remote user,
e the replica reconciler (arrow #3), when it commits a schedule.

The scheduler passes locally-submitted actions and constraints to the logger (arrow #4) to
log them on persistent storage.

Cross-site constraint generation Two Telex instances may concurrently submit semantically-
related actions. Thus, whenever a new action is addded to the graph, Telex must find out if a
constraint exists against concurrent actions, i.e. actions submitted by a site distinct from the one
submitting the new action. Telex does this in two steps. First, it quickly checks if any of the keys
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of the new action is identical to a key of a concurrent action. If so, Telex then asks the application
for constraints (arrow #5) and adds to the graph the constraints that the application returns, if any.

Action keys are thus used to improve performance of constraint checking by avoiding unnec-
essary upcalls to the application. Note that keys are opaque to Telex, which only tests them for
identity. The application uses keys as a compact (but approximative) representation of the ap-
plication objec(s) that the action uses or updates. Note that if two unrelated actions happens to
have equal keys, no harm is done other than a loss of performance.

Periodic schedule generation Computing sound schedules is CPU-intensive. To amortize
this cost, Telex computes schedules (arrow #6) only when one the following is true:

e The number of fragments added to the graph since the last round exceeds a given value
(threshold parameter).

e The time since a new fragment was added after the last round exceeds a given value (delay
parameter).

e The application explicitly requests schedule computing.

The application may set the threshold and delay parameters on a per-document basis and change
them over time. Specific values direct Telex to compute sound schedule whenever a new action
is added to the graph, or on application request only.

On-demand schedule generation A large number of sound schedules exist for any given
action-constraint graph in the general case. It is therefore not feasible to compute all sound
schedules beforehand and present them to the application. Besides, the application may be in-
terested only in a few or even just one schedule. For these reasons, Telex generates sound
schedules dynamically, upon application request (this is not shown in the figure). The applica-
tion may thus iterate through the proposed schedules and stops when one or more appropriate
schedules are found.

When generating a sequence of sound schedules, Telex runs a heuristic algorithm that tries
to satisfy the following properties:

e Only one of each set of equivalent schedules (according to non-commuting constraints)
should be handed to the application.

e |n case of conflict between actions of local user and that of remote users, schedules con-
taining actions of local user should be handed to the application first.

e Schedules should include as many of the actions of the action-constraint graph as possible.

4.2.2 Replica reconciler

Peer instances may generate different sound schedules from the same action-constraint graph.
The role of the replica reconciler is to make peer instances agree on a common schedule to
apply and thus achieve (eventual) mutual consistency. The agreed-upon schedule is said to be
committed.

The replica reconciler implements a decentralized asynchronous commitment protocol based
on voting. Periodically or on user request, each site proposes and votes for one or more sched-
ules generated by the scheduler (arrow #7). Local user may specify the schedule(s) of his choice,
if any (arrow #8). Votes are sent to peer instances (arrow #9) and the schedule that receives
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(arrow #10) a majority or a plurality of votes is committed. The committed schedule is then mate-
rialized as a set of constraints added to the action-constraint graph (arrow #3).

An important feature of the protocol is that it is fully asynchronous. It runs in the background
and each instance determines locally when a schedule has won an election. Meanwhile, the
scheduler keeps proposing (tentative) sound schedules to the application.

Note also that the commitment protocol may run only on a subset of peer instances. More-
over, the voting process is automated and does not require user intervention.

The detailed protocol can be found in [46].

4.2.3 Transmitter and Logger

The transmitter provides a message-passing interface between local and peer intances. Its role is
twofold. First, it determines the set of peer instances that edit the document. Second, it provides a
broadcast service among peer instances (arrows #9 and #10). This service is best-effort: it does
not provide any ordering or delivery guarantee. Modules that use the transmitter must implement
a retransmission protocol if needed.

The logger interfaces the local Telex instance with persistent storage. Its role is to log ac-
tions and constraints submitted locally (arrow #4), while feeding the scheduler with actions and
constraints submitted by remote instances (arrow #2). Not shown in the figure, the logger is also
responsible for storing filters and snapshots. The logger hides to other modules the details of the
implementation of the document presented in section 4

Operating mode  Telex may run in two modes: stand-alone and above-VOFS. In stand-alone
mode, Telex does not use any external support. In above-VOFS mode, Telex leverages replication
and communication services that VOFS provides, as described in sections 1.1l and This
allows users to manipulate Telex documents and plain files in the same way and to use Telex with
more flexibility.

The scheduler and the replica reconciler are not aware of the current operating mode. It only
affects the operation of the transmitter and the logger, as described next.

Stand-alone mode  In stand-alone mode, each Telex instance is responsible for maintaining a
replica of the multi-log of the document at the local site. To do so, the transmitter embeds a P2P
communication library and it co-operates with the logger to implement and epidemic replication
protocol based on vector clocks.

In this mode, Telex knows peer instances through static configuration files. Thus, a user has
to configure these instances for each working group he belongs to. In addition, user mobility is
restricted because Telex does not provide any remote file access service. Consequently, filters
and snasphots are only available on the computer on which they were saved.

Figure @ shows the interaction between the transmitter and the logger in stand-alone mode.
Messages exchanged between peer instances are of two types: votes for schedules and multi-log
records. The transmitter dispatches incoming messages according to their type. Vote messages
are passed to the replica reconciler, while multi-log messsages are handed to the logger. The
logger logs onto local storage all of the multi-log records it receives, whether local or remote.
Conversely, it sends through the transmitter all of the multi-log records that the local scheduler
submits.

Above-VOFS mode In above-VOFS mode, VOFS is responsible for maintaining a replica of
the multi-log of the document at each site that accesses it. VOFS also handles communication
between peer Telex instances: Telex does not use any internal communication library.
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Figure 8: Bound document processing, step 1.

In this mode, VOFS dynamically determines peer instances by keeping track of the computers
that open the document. VOFS also provides transparent access to remote files as a basic
service. Therefore, a user may access the filters and the snasphots that he has defined from any
computer. Thus, using Telex in VOFS mode eliminates the need of configuring peer instances
and enables user mobility.

Figure [ shows the operation of the transmitter and the logger in Grid4All mode. Messages
exchanged between peer instances are only vote messages. Thus, the transmitter and the logger
do not interact, unlike in stand-alone mode. The transmitter passes all of the (vote) messages
it receives to the replica reconciler. Conversely, the logger does not send any multi-log record
through the transmitter since local updates are propagated to peer instances by the replication
service of VOFS.

4.3 Advanced features

Previous section described the basic operation of Telex. The following paragraphs present ad-
vanced features.

4.3.1 Bound documents

Bound documents are documents that are bound by one or more cross-document constraints.
This implies that the actions of a bound document can not be scheduled independently from
those of the documents it is bound to. In addition, bound documents may be handled by distinct
applications. For these reasons, they require special processing.

Telex processes bound documents in two steps, as follows. First, Telex merges the actions
and the constraints of the bound documents into a single shared action-constraint graph in order
to compute global schedules over all actions and constraints. This first processing step is shown
in Figure B In this example, documents docunent ; and docunent , are bound by three cross-
document constraints. These bind actions 3 and B, 4 and D, 5 and B, respectively. Twelve global
schedulesﬂ can be drawn from this graph, of which three are shown in the figure.

1There are two independant not - af t er cycles of three actions each and two not - conmut i ng actions in every
schedule containing action D, which yields: 1(D) x 3x 24+2( D) x 3= 12
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Each global schedule generally contains actions from all bound documents. However, the
basic execution model of Telex assumes that an application applies to a specific document a
sequence of actions relating to this document. Thus, in order to execute a global schedule, Telex
must first project the schedule on each document, and then pass each projected schedule to the
relevant application for execution. The projection operation simply consists in retaining only those
actions that belong to the target document while preserving their order. This second processing
step is shown in Figure Global schedules S;, S, and S3 from previous example are each
projected on docunent ; and docunent ,, yielding a total of six projected schedules.

As with a non-bound document, global schedules over bound documents must be displayed
to the user, so that he can specify the schedule he prefers. As noted above, the applications that
handle the bound documents are likely to be distinct. From an engineering perspective, Telex
applications should remain as independent as possible, if not unaware of each other. Indeed, an
application cannot implement a specific interface to every other application in order to process
bound documents and to display global schedules.

To solve this problem, Telex implements a simple solution based on naming. In this solution,
applications do not interface with each other. They only interact with Telex through the basic
execution model, as for non-bound documents. As shown in Figure 8, Telex identifies each global
schedule with a unique identifier — S;, S, and Sz in the example. It then assigns this identifier
to each projected schedule that derives from the global schedule, as shown in Figure @ Finally,
applications indicate the identifier of the schedule corresponding to the state of the document
they are displaying. In this way, the user can identify matching schedules on each document. In
turn, he may specify the one he prefers through one application or the other. Telex will retrieve
the corresponding global schedule thanks to the unique identifier.

The identification of schedules can be achieved as shown in Figure [IOl The figure represents
the display of the user and the two documents of the above example. These documents are
edited in a separate windows by their respective application, as if not bound. Each application
displays the possible states of the document in a distinct tab, named after the corresponding
schedule. Alternatively, applications may use a color code, info bubles or revision marks to identify
all possible state within a single tab or window.
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Figure 10: Displaying global schedules on bound documents.

4.3.2 Functional extensions

The scheduler and the replica reconciler modules described above implement general-purpose
algorithms that suit most needs. However, applications with specific requirements may replace
any of these modules with its own to override the default behaviour of Telex. Application-specific
modules must implement the same interface as their Telex counterpart and they must interact
with other modules as described in Figure Bl

As an example, the Calendar application described in Chapter | provides Telex with its own
replica reconciler. Indeed, no distributed commitment protocol is needed in this case since each
user must be free to arrange his own agenda.

Some other applications may choose to replace the default scheduler with one that gives
them full access to the action-constraint graph. In this way, these applications can compute
sound schedules by taking the semantics of actions into account, in addition to constraints.

4.4 Document implementation

Figure [T depicts the actual layout of a Telex document on a file system. A document is imple-
mented as a directory that contains all of the items listed in pararagraph BTl This directory is
referred to as the root directory of the document.

Thanks to this implementation, a user may manipulate a Telex document as a single entity
and (almost) as simply as a plain file. Indeed, commands for copying, moving, deleting and
setting the access rights of files apply to directories with only minor changes in parameters on
most operating systems.

A user designates and manipulates a Telex document by specifying the pathname of its root
directory. The internal structure structure of the document remains opaque to the user and is
only known to Telex.

Next sections describe the internal structure of a Telex document and how access control is
achieved.
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Figure 11: Internal structure of a Telex document

4.4.1 |Internal structure

As Figure [Tl shows, the root directory is subdivised into sub-directories containing the multi-log,
filters and snapshots, respectively.

The Fi | t ers sub-directory contains user-defined filters. All of the filters defined by a user
are stored in a single file, named after this user.

The Ml ti| og sub-directory contains log chunks. Each chunk is named after the user who
writes it and is suffixed with a sequence number relative to user. It is important to note that each
log chunk is thus a single-writer append-only file.

The Snapshot s sub-directory contains user-defined snapshots and the corresponding state
fragments. Each snapshot is stored under the name assigned by the user, suffixed with the name
of the user. State fragments are stored under the value representing the hash of their contents.

When Telex runs in above-VOFS mode, a document also contains a file named channel .
This file materializes the communication channel used by peer instance of the document, as
explained in section

4.4.2 Access control

Telex defines read and write permissions on a document. Telex only relies on the mechanisms
provided by the underlying file system to enforce access control. Applications may further re-
strict access rights with additional mechanisms of their own, but this is out of the scope of this
document.

4.5 Application API

Figure [I2 gives an overview of the interface between Telex and the application. The interface
comprises downcalls (from application to Telex) and upcalls (from Telex to application) corre-
sponding to arrows #1, #5, #6 and #8 of Figure Bl Note that this figure does not mention miscel-
laneous calls, like calls that open or close a document, or get the status of a document.
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Figure 12: Telex Application API.

Figure [I2 also shows the interaction between application and user. Solid lines denote calls
that are triggered only by the user. Dashed lines denote calls that may be triggered either by the

application or by the user.
The detailled description of the interface can be found in Appendix I.
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Figure 13: Sharing data through VOFS.

5 Interfacing Telex with VOFS

Telex interfaces with VOFS in order to store and retrieve Telex documents. Figure illustrates
the basic principle of data sharing in Grid4All. In this example, three users share their files and
disk ressources through the VOFS. User user ; has created a plain file under the pat h/to/fil e
pathname in the VOFS. The file happens to reside on the computer of user ; because path/to
refers to a directory on his local disk. Users user, and user 3 may refer to fi | e through its full
pathname. If user ; has granted them access, they may read and write fi | e through the VOFS
as if it were local. This only requires the basic services that a regular distributed file system
provides, namely transparent file location, transparent file access and file access control.

This scheme also works for a Telex document, even though its structure is more complex than
that of a plain file. Indeed, VOFS allow user » and user 3 to write their log and read other users’
log remotly on the computer of user 1. Read and write operations do not raise any consistency
issue since each log is a single-writer file. Thus, no additional service is required to handle Telex
documents because of their specific structure and semantics.

However, the basic services mentioned above are not sufficient to handle the dynamic, P2P
environment that Grid4All targets. This holds for plain files as well as for Telex documents. In-
deed, VOFS must allow for disconnections and preserve the automony of users and sites. To this
end, VOFS provides enhanced services regarding file replication, event notification and commu-
nication. These are are described in detail in Deliverable 3.2 "Interface specification and initial
running prototype of the Virtual Block Store - DFS+VBS Architecture and Prototype”.

Next sections describe how Telex leverages these enhanced services and present the corre-
sponding API.

5.1 Enhanced services

5.1.1 File replication

A process accessing a (remote) file may request VOFS to create a persistent replica of the file
on the local disk. If at most one process writes to the file at a time, VOFS guarantees that the
file and the local copy are eventually consistent despite possible network failures. When network
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Figure 14: Replicating the multi-log through VOFS.

links are up, VOFS propagates updates of the remote file as soon as possible. When a link is
down, VOFS buffers the updates and propagate them when link is up again. This service may be
activated on a per-file basis at open time.

Telex leverage this service to create local replica of a document’'s multi-log at each site that
edits the document, as shown in Figure [[4 Note that it can do so because the multi-log is
implemented as a set of single-writer logs. Thanks to the local replica, a user who happens to
be disconnected from its peers may still access and update the shared document. For the same
reason, Telex requests that the filters and the snapshots that the local user creates be replicated
locally.

5.1.2 Event notification

VOEFS allows a process to be notified of various events affecting a file system entry, whether a
file or a directory. The type of event may be configured dynamically on a per-entry basis. Telex
requests the notification of three types of event, as described next.

Directory update notification When opening a document, Telex requests VOFS to be notified
of a file being created in the Mul ti | 0og sub-directory of the document. Such an event occurs
when a user creates his log for the first time or when he starts filling in a new log chunk. In either
case, Telex must read the new log in order to update the in-memory action-constraint graph. The
notification service avoid polling the Mil ti | og sub-directory and provides a more efficient and
more responsive mechanism.

Log update natification For the same reason, Telex also requests VOFS to be natified of a log
chunk being (remotely) updated. Without the help of this service, Telex would have to poll every
log chunk for updates (a read operation does not block when end of file is reached). This would
be unacceptable, since the number of logs may be very large.

Directory move notification Whenever a document becomes bound, Telex requests the VOFS
to be notified of the document being moved. Telex needs this notification to update all the docu-
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ment tables — described in section E.T.41 — that reference the bound document. This function-
ality allows users to freely move or rename bound documents while retaining the corresponding
cross-document constraints.

Note that if a user deletes a bound document, he also implicitely deletes the corresponding
cross-document constraints. However, Telex does not need to be notified of such event: it will
simply notice that the document is deleted when trying to open it.

5.1.3 Communication

VOFS implements the file replication and the event notification services on top of an internal
general-purpose publish-subscribe infrastructure. To allow applications to use this infrastructure
for their own needs, VOFS exposes it through a file system-like interface.

A VOFS application may use this interface to define a basic broadcast service as follows.
The group that the broadcast service targets is defined as the set of processes that have a
particular file opened. The events that these processes subscribe to are write operations to the
file. Broadcasting a message to the group simply amounts to write the message to the file.

Telex uses this scheme to implement the broadcast service that the transmitter module —
described in section 223 — provides. When creating a document, Telex creates a file named
channel under its root directory. Each Telex instance that edits this document opens this file in
order to communicate with peer instances.

5.2 API

Most operations on a Telex document are achieved through the regular POSIX file system API:
reading and writing records in the multi-log, saving an retrieving snapshots or filters. However, the
POSIX API does not provide support for implementing the enhanced services described above.

To circumvent this problem, VOFS defines virtual files that provide access to information and
services specific to VOFS. Like regular files, virtual files are accessed through the POSIX API.
However, they are artifacts: they do not represent any actual VOFS resource and their contents is
computed on demand. For each file system entry pat h/ t o/ ent ry, VOFS defines a set of virtual
files named path/to/file/ @virtual file>. The virtual files that Telex uses are described
next.

@config . This file receives several configuration commands on the entry. For each log file,
Telex issues the command instructing VOFS to create a local replica of the log.

@state . This file contains the current state of the entry, in the form of several attributes. The
offline attribute indicates that the local replica is disconnected from the main file and is thus not
synchronized with it any more. For each log file, Telex checks for this particular attribute and
reports it back to the application for information.

@notify . This entry is actually a directory. It contains the @otify/ctl control file, that
a process uses to specify which events it subscribes to. These events are received in the
@otify/publications file by performing a read operation. Note that contrary to POSIX se-
mantics, reads on this file block the calling process until an event is received.

@publish . This file receives events to be published to the (possibly remote) processes read-
ing the @ot i fy/ publications file. These events can be written to the file either by a VOFS
application or by the VOFS itself.

Telex uses the @notify and @publish files to be notified of event regarding: (i) the root di-
rectory of document, (i) its Mul ti -1 og subdirectory, (iii) every log file in this subdirectory and
(iv) the channel file.
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Level of confidentiality and dissemination

By default, each document created within Grid4All is (©) Grid4All Consortium Members and should be
considered confidential. Corresponding legal mentions are included in the document templates and should
not be removed, unless a more restricted copyright applies (e.g. at subproject level, organisation level etc.).

In the Grid4All Description of Work (DoW), and in the future yearly updates of the 18-months implemen-
tation plan, all deliverables listed in Section 7.7 have a specific dissemination level. This dissemination
level shall be mentioned in the document (a specific section for this is included in the template, both on the
cover page and in the footer of each page).

The dissemination level can be defined for each document using one of the following codes:

PU = Public.

PP = Restricted to other programme participants (including the EC services).

RE = Restricted to a group specified by the Consortium (including the EC services).
CO = Confidential, only for members of the Consortium (including the EC services).
INT = Internal, only for members of the Consortium (excluding the EC services).

This level typically applies to internal working documents, meeting minutes etc., and cannot be used for
contractual project deliverables.

It is possible to create later a public version of (part of) a restricted document, under the condition that the
owners of the restricted document agree collectively in writing to release this public version. In this case,
a new document code should be given so as to distinguish between the different versions.
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Abbreviations used in this document

Abbreviation/acronym Description
ACF Action Constraint Formalism
Grid4All The FP6 STREP project that aims to democratise access to the

Grid, through the use of peer-to-peer technologies. The co-
ordinator is France Télécom; the other partners are a SME from
Spain, and research labs from Greece, France, Spain, and Swe-

den.
oS Operating Sysetm
SC Shared Calendar application.
VO Virtual organization.
SyD System on Device middleware.
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Preamble

This document is the chapter Il of Deliverable 3.1 "Requirements analysis, design and implemen-
tation plan of Grid4All data storage and sharing facilities”, which comprises the following parts:

Chapter |
Chapter I
Chapter 11l
Appendix |

Semantic Store
Collaborative Applications
VO-aware File system
Telex application API

The following persons contributed to this chapter: Sarfraz Ashfag INRIA-Atlas, Lamia Ben-
mouffok INRIA-Regal, Jean-Michel Busca INRIA-Regal, Vidal Martins INRIA-Atlas, Esther Pacitti
INRIA-Atlas, Marc Shapiro INRIA-Regal, Patrick Valduriez INRIA-Atlas.
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1 Introduction

Grid4All motivation is to bring Grid computing technologies and its advantages to millions of
users beyond the academic and industrial user communities of today’s Grids. Grid4All aims to
extend support for dynamically forming groups within the Internet, to support scalable groupware
applications in dynamic environment.

To meet these requirements, Grid4All project will provide a Grid middleware framework. It will
develop a set of collaborative applications to exercise the Grid4All middleware.

Grid4All middleware integrates a Data Storage (WP3) layer adapted to large-scale collaborative
data sharing applications with application dependent semantic. Semantic Store layer is a part
of Data Storage. It provides semantic oriented decentralized P2P replication middleware and
consistency protocols.

Atlas P2P Architecture (APPA) is an existing prototype of Semantic Store. Telex is an other im-
plementation of the Semantic Store described in “Deliverable 3.1: Requirements analysis, design
and implementation plan of Grid4All data storage and sharing facilities - Semantic Store”.

A use case of collaborative applications used either by academic, industrial and domestic users
are a shared calendar application and a collaborative editor.

This chapter describes the implementation of a shared calendar and a collaborative editor XWiki
over the Semantic Store. The shared calendar application is implemented over Telex as Semantic
Store. XWiki uses APPA as Semantic Store.

For both applications, we provide a state of the art. We present the requirement of both applica-
tions. A detailed examination of the shared calendar and XWiki shows how to interface them with
the Semantic Store layer.
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2 Shared Calendar application

2.1 State of the art

In the last decade a significant amount of groupware applications have been developed, and
democratized. An example is group-calendaring applications. A shared calendar (SC), also
called group calendar application, aims to help people organizing their agenda in a collaborative
way. In fact, SC allows people to create and manage private events as well as group meetings
scheduled on a collection of online calendars.

Shared calendars are the target of many researches. Leysia Ann Palen [18, [19] examined
the role, the successful adoption and the use of SCs. The Calendaring and Scheduling Con-
sortium “CALCONNECT” [3] is focused on understanding and developing new technologies for
calendaring data interchanges.

Frank Dawson and Derik Stenerson authored the iCalendar standard (RFC 2445) for calen-
dar data exchange [[7]. It is a textual format to describe the calendar data. iCalendar allows users
to send meeting invitations and modifications to other users through emails.

iCalendar standard is implemented/supported by a large humber of products, some of which
are Google calendar (web based calendar), Microsoft Outlook, Apple iCal, IBM Lotus Agenda
and Groupwise (desktop calendars).

These applications offer multiple features including:

e Keeps track of events and appointments, allows multiple calendar views (such as calendars
for "home”, "work”, and "kids")

e Share a calendar with a group of people

e Creating and managing meetings

e Inviting people to a meeting

e Notification requesting response and sending responses on an operation on an event
e |dentify conflicts and free time

e Discovery services: find calendars

e Portability/Compatibility: Web-based calendars like Google calendar supports any operat-
ing systems (OS). However, desktop calendars are generally OS dependent.

These applications support the asynchronous and disconnected work. They are based on
client server architecture. Thus the central server may be a bottleneck of such systems and a
single point of failure.

A user posts his calendar on the server or a shared directory like iCalShare [11] and Dat-
eDex [6]. He has to import a user calendar to add an event on it. The event is recorded in the
calendar server. To invite users, the inviting user sets the list of the invitees and sends them the
invitation by email. He sets the respective right of each invited user: can invite other users, see
the list of the invitees etc. Invited users get the invitation in their mailbox, and answer back by
email too.

A user can easily identify a conflict on his calendarﬁ. Nevertheless, those calendar applica-
tions generally don’t handle conflicts.

1 Two overlapping events, or more.
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Besides meetings updates are not well managed and this can lead to a non-consistent state
except for Outlook and Lotus Note). In fact, suppose that user, creates a meeting and invites
user,. Usero accepts the invitation, thus the meeting is scheduled in his calendar. If user, deletes
or changes the date of the meeting, then this change will appear in user,’s calendar but not in
userq’s.

Moreover there is no proper commitmeniﬁin those calendars. However a commit may be
useful, especially when people have to pay for an invitee or a room.

A research calendar prototype was implemented based on System on device middleware
(SyD) [23]. SyD is a middleware to hide heterogeneity of devices, information and databases.
The coordination between calendars is based on event-and-trigger mechanisms. Calendars are
not replicated, so they may be a bottleneck of the systems and a single point of failure. When
one creates a meeting with a group of invitees, invitees set of subscription links to that meeting .
Thus, triggers will automatically propagate updates on a meeting through the subscription links.
They add some semantics on the links that become ’'negotiation links’. Negotiation links allow
updates only if the underling constraints are satisfied. Those constraints can be “allow changes,
only if changes succeeded on each of the subscribed entities”. Negotiation links serve to handle
conflicts. This is pessimistic updates. thus it can be hardly achieved in a dynamic and large-scale
environment. Besides, it is not adapted for asynchronous work, doesn’t allow disconnected work,
and doesn’t support commitment.

A group calendar application can be implemented on top of replicated and semantic rich
systems like IceCube [25] and Bayou [21JE [241,126] describe the deployment of a shared calendar
application on top of IceCube. Similarly, [8] describe how Bayou can support a shared calendar
application.

Those two approaches are semantically rich, thus they handle conflicts and concurrent up-
dates. They support asynchronous work, and commitment. Besides, IceCube supports discon-
nected work, allows a user to undo/redo actions and to work in isolation.

Although IceCube and Bayou replicate data, the reconciliation still centralized. Thus the
reconciliation server becomes the bottleneck of the systems and a single point of failure.

The SC application, within the Grid4All environment would benefits from many mechanisms
and services such as data replication, persistency and consistency model. Grid4All middleware
overcomes the communication, network management and access control issues. Besides, it
provides communities awareness and Virtual Organization (VO) management services. The Se-
mantic Store (chapter | of deliverable 3.1) is semantically rich, inspired from IceCube. It provides
mechanisms to achieve consistency in peer-to-peer environment. SS supports commitment,
asynchronous and disconnected work. Additionally, SS provides mechanisms for undoing and
redoing operations.

2.2 Requirements

2.2.1 Description of the application

Considering the rationale stated above, the shared calendar application will be developed using
the SS. Before describing the operation principle we must introduce the outline of the Semantic

2 Make changes and decision permanent. The opposite is to rollback.
3 For more detail on IceCube and Bayou, see the deliverable “D3.1: Requirements analysis, design and implemen-
tation plan of Grid4All data storage and sharing facilities — Chapter I: Semantic Store”
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Store. The SS is based on the Action-Constraint Framework (ACF). ACF is a log-based opti-
mistic replication approach, where “actions” are application atomic operations. “Constraints” are
relations between actions. The application sets the constraints to express its’ semantics and to
capture user intention.

As said before, the application provides users a way to manage heir activities. Each user has his
own and independent calendar filled with private events. Additionally he can organize meeting
with other collaborators. He creates a “meeting object”, share it, and notifies invitees of their
invitation. For that purpose, he creates an operation (action) on their respective calendar. Thus,
he has to import the invitees’ calendar.

When one receives an invitation he can accept it or decline it. If he accepts it, he can collaborate
to hold the meeting: he can invite other users, and modify the meeting time, and location. For
that purpose he creates operations (actions) on the corresponding “meeting object” concurrently
with other invitees. Consequently conflicts may appear.

As we are in an optimistic replicated environment, those actions are “tentative” until they are

“‘committed”. In case of conflict some of them are “aborted”.

2.2.2 User requirements

The SC provides the following functionalities:
Meeting management:
e Create an event
— Create the “object” event.

Publish an event

— Share it with a group without inviting anybody.

Import a user document
— To invite other people to an event
— Needs the approval of that user

Invite a user

Ask a user to attend the event

Share the event “object” with the invited user

Notify him of the invitation on his agenda

Needs the approval of that user

e Cancel invitation
— Ask a user to cancel his coming to a meeting
— Needs the approval of the cancelled user

Allocate room

— Choose a specific room for a meeting

— Or ask for an available room

Set/update meeting time

— Propose a time for a meeting
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— Needs the approval of all invitees
e Cancel event

— Propose to cancel an event

— Needs the approval of all invitees
e Accept /decline mechanism

— To vote on one of the previous actions if required
Collaborator management:
e Get group list and user profiles
e Invite a user to collaborate

— Ask a user to give someone read/write access (share) to his calendar.
e Stop collaboration with a user

— Remove the read/write access on one’s calendar for a user.
e Accept/decline an invitation for collaboration

— Give or decline read/write access on own calendar.

We can define different policies for meeting modification like priority policies. For instance,
one that only allows the creator to modify meeting information, and to add/cancel invitations.

2.2.3 General architecture of Shared Calendar Application

Visualisation }

Controller

Meetlng
Management
Collaborator
Management

[ Grid4All Framework J

c
8
=

©
=
2

=)

O
x

Reconciler

Figure 1: General architecture of Shared Calendar application.

Figure [ shows the main components of the shared calendar application, and their interaction
with the environment.
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The application is based on the model-view-controller design. A Visualisation layer interfaces
the user with the SC. A Registration component allows user to sign in. This registration may be
hidden from the user.

The Data component is the materialization of the information the application needs: logs, meet-
ings information, and collaborators’ profiles

A Controller component captures user’s modifications through the Visualisation layer. It gener-
ates the corresponding actions using the meeting and collaborators management functionalities.

The Reconciler component gets local and remote actions and compute correct schedules.
The Model component takes those schedules and executes them on the Data component.

Finally the View transforms the Data state into visual information.

2.2.4 Infrastructure requirements

More grid supported applications, scenarios and requirements can be found in the Grid4All de-
liverable “D4.1: Specification of scenarios, user requirements, and infrastructure requirements”
and the deliverable “D4.2: Specification of situations derived from applications”. In this section
we will summarize infrastructure requirements of the shared calendar.

The application components interact with the Grid4All framework in different ways and at
different levels. Those requirements and interactions with WPs are described in the following
section.

Registration component requires:
e Authentication services: WP2
— Get the user identifier
e Login service: WP3, Semantic Store
— Login session: Inform the SS of the current user of the application.

Data component is replicated and persistent so one can keep his documents even if he
works on different computers. It contains among other things users’ logs. Thus, Data component
requires:

e Replication and communication mechanism: WP1, WP3
— Hidden by WP3
e Log constitution and management: WP3
e Resource management services: WP2
— May be hidden by WP3.
Controller component generates actions recorded and replicated on logs. It requires:
e Log constitution and management: WP3
e Replication and communication mechanism: WP1, WP3
e Resource management services: WP2
— May be hidden by WP3.
Some Meeting Management functionalities require more services:

e Create an event:
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— Create a Telex document: WP3
e Publish an event:
— Access control services: WP3 (an event is a special file)-WP2
e Import a user document:
— Get document information (Yellow pages): WP2
— Import the document: WP3
e Accept /decline mechanism:
— To vote on someone actions: WP3
— Decision notification:
* Communications: WP3, WP1
Similarly, Collaborator Management needs:
e Get group list and users’ profiles:
— Yellow pages and group awareness: WP2
e Invite a user to collaborate
— Access control on Telex Document: WP2, WP3
— Decision notification:
* Communications: WP3, WP1
e Stop collaboration with a user:
— Access control on Telex Document: WP2, WP3
— Decision notification:
* Communications: WP3, WP1
e Accept/decline an invitation for collaboration:
— Access control on Telex Document: WP2, WP3
— Decision notification:
* Communications: WP3, WP1
Finally, Reconciler component requires:
e Reconciliation and scheduling services: WP3, Semantic Store

e Collaborators’ status per Telex document: WP3.
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2.3 Use case

Deploying this application using the semantic store layer means supporting optimistic replication.
Each user of this application can execute operations locally. However the execution remains ten-
tative until an agreement phase across the participants occurred to agree whether the operations
are committed or aborted. If necessary, the agreement phase decides of the order between some
concurrent operations.

A simple diagram in figure P shows what a concurrent execution with the calendar application
might be. Consider users Jean-Michel, Lamia and Marc, using a Grid4All calendar application to
plan some meetings between colleagues. Jean-Michel, Lamia and Marc are working separately
and communicate only via the application.

(1)

i
Users'? | Organize Meeting ! 4 !
site ¢ Name: M1 ! (4) :
* Date & Time: ! Change Meeting Date
* 10:30-12:00 [ « Name: M1
Lamia || * 03/05/07 j * New Date & Time:
* Invitee: \ * 13:30-15:00
. éamlall . ! * 03/05/07
* Open lis i ‘
*  Room: 233 ; (3) ®)
© | Invitation to a meeting Change Meeting Date
\ * Name: M1 * Name: M1
Marc ‘ * Added Invitee: * New Date & Time:
i e Marc ¢ 10:30-12:00 i/
(2) | * 07/05/07 |
\ ‘ [
Organize Meeting . :
* Name: M2 ! ! b
¢ Date & Time: ! ‘ (6) I [
e 11:00-12:00 | ; i | Cancel Meeting [
Jean Michel || * 03/05/07 ‘ « Name: M2 [
* Invitee: T bt
* Marc ‘ Lo
* Jean-Michel } } } }
. Room: 245 : !
[ [ [
[ \ [
[ [ [
i i | N
t0 t1 t4 t5 t6 Time

Figure 2. Execution scenario the Shared Calendar application.

Jean-Michel organizes meeting M2 on 03 of May between 11:00 and 12:00. He allocates
Room 245 for that purpose. He requires the presence of Marc and himself. Actions (2) in figure 2l

Lamia organizes meeting M1 on the same day between 10:30 and 12:00. She allocates
Room 233. She will attend the meeting, and allows other people to invited themselves. Actions
(1) in figure

Suppose that, at some point in time t1, Marc has received Lamia’s actions, but not yet Jean-
Michel’s. This may happen, for instance, if Jean-Michel is working offline. Marc is interested in M1
and invites himself to that meeting. Action (3) in figure B Later, at t2 Marc knows Jean-Michel's
actions.

As M1 time overlaps with M2 a conflict is detected and propagated to the concerned users
t3.

In order to resolve this conflict, Lamia might shift the start time of M1 to 13:30 (action (4) )
Concurrently (t4), Marc has set the date of M1 to the 07th of May (action (5)), and Jean-Michel
has cancelled M2 (action (6)).
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Att5 Lamia and Marc have received their concurrent modifications of meeting M1 . Obviously
M1 is scheduled at different times on Lamia’s and Marc’s calendar. Shared Calendar application
requires from the SS layer to reorder the actions similarly in both sites after the agreement phase.
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2.4 Interfacing Shared Calendar to semantic store

This section gives details of the Shared Calendar application based on Telex as Semantic Store.
We start describing the semantics of the application using the action-constrain framework ACF [29]
in E2Z11 Then we describe the application data in section Finally in present the
application architecture and list the pseudo-code using the Semantic Store API.

2.4.1 Shared Calendar semantics

One way to develop this collaborative application is to use the semantic store functionalities.
We consider a shared calendar that supports the following operations:

e createEvent( meetingld): Create some event, for instance a meeting.

setInfo (description, time, meetingld): Modify the schedule of an event.

e invite/addUser (userld, meetingld): Invite a person to an existing event.

e allocate (roomld, meetingld): Allocate a room for an event

e cancellnvitation/cancelUser (userld, meetingld): Cancel an invitation.

e cancelAllocation (roomld, meetingld): cancel a room allocation for a meeting.
e Cancel (meetingld): Cancel a meeting.

Recall that this application supports optimistic replication. Each user of this application can
generate one of the previous actions and execute it locally. However the execution remains
tentative until an agreement phase across the participants occurred to agree whether actions are
committed, or aborted, or reordered. This commitment process is closely linked to the semantics
linking the actions tentatively executed. In the following we call reconciliation protocol, some
algorithm ensuring the commitment process.

A simple scenario will give a feel of which semantics can be expressed in the ACF.

A simple scenario  Back to the use case described in the section Users Jean-Michel,
Lamia and Marc plan some meetings using the Shared Calendar application. As said before,
Jean-Michel, Lamia and Marc are working separately and communicate only via the SC. Figure @
shows what their multilog might look like. Recall that a multilog is a data structure recording a set
of actions with the semantics constraints between actions.

Jean-Michel organizes M2 on 03 of May between 11:00 and 12:00. He allocates Room 245
for that purpose. He requires the presence of Marc. Thus, he generates the set of actions (a) in
figure

Lamia generates a CreateEvent action for M1 on the same day between 10:30 and 12:00.
She allocates Room 233. She generates the set of actions (1) in figure Bl

Jean-Michel wants his actions to act as a parcel, i.e., either all his actions occur jointly, or
none occurs. This atomic grouping of actions is expressed in the ACF with an Enables cycle.
Similarly for Lamia’s actions.

Suppose that, Marc has received Lamia’s actions, but not yet Jean-Michel's. Marc invites
himself to M1: action (i) in figure @ Later, Marc knows Jean-Michel's actions.

Setting M1 time to 10h:30-12:00 and inviting Marc to it is now in conflict with inviting him to
M2 and scheduling M2 at the same time.
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setinfo
*10:30-12:00
*07/05/07
M1

addUser
M1

UL

ninnnE

allocate
*Room 233
M1

= 2
setinfo
*13:30-15:00
*03/05/07
M1

addUser
M1 *10:30-12:00

*M1

=—p Before
“ . Enables
A

Antagonist
g
Fm - NonCommuting
Marc's actions
[ Lamia's actions
m Jean Michel's actions

Figure 3: Multilog scenario of a shared calendar application.
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In order to resolve this conflict, Lamia might shift the start time of M1 to 13:30. Therefor
she generates a setInfo represented by action (2) in figure @ In the meantime, Marc has set the
date of the M1 to the 07th of May and generates action (ii). Jean-Michel has cancelled M2 by
generating action (b).

Marc’s and Lamia’s modifications (action (2), (ii)) can only be achieved only if the Cre-
ateEvent of M1 succeed. To ensure this condition, there is an Enables constraint between the
creation and the setinfo. Beside, Marc’'s and Lamia’s modifications (action (2), (ii)) have to pro-
ceed only after the setinfo (1). To ensure correct ordering, there is a Before constraint between
these actions.

Similarly, Jean-Michel’'s cancellation may execute only after his actions organizing M1 . Be-
sides there is a dependence constraint between the cancellation and the creation of the meeting
(actions (a), (b))l

This guarantees two things: (i) the actions execute in the correct order at every site, and (ii)
if the first action does not execute or fails, then the second action does not execute.

Meanwhile, Lamia and Marc are modifying the same data. Therefore their actions are non-
commuting with the previous ones. The non-commutation constraint causes the reconciliation
protocol to serialise them in the same order at every site.

Note that currently there are useful constraints that ACF cannot express. For instance, a
semantics such as “Reserve either Room 245 between 10:00 and 12:00 or Room 246 between
14:00 and 16:00” is not currently supported in our framework.

However, when a conflict is set, it can't be removed even if some actions change the state
of the calendar. For instance, if one is invited to “M1” at “10:00”. Then he gets invited to “M2”
at the same time. Thus there is a conflict between his invitation to “M1” and to “M2". If later the
date of one of the two meeting changes or is cancelled. The conflict remains and one of the two
invitations have to be aborted.

2.4.2 Data type

Documents A user calendar is a telex document. This calendar is shared and can be modified
by other users. Thus, this document is a multilog, and is replicated in foreign user’s sites.

A created meeting is shared by a varying number of users: the one invited, and can be
modified by them in a collaborative way. Thus we made each meeting a Telex document so we
can make use of the semantic store functionalities for meeting consistency issues. A meeting
document is replicated in all invited user’s sites.

As a consequence, a user A possess his own calendar Cp, and may also possess a replica
of a user B calendar Cg. Calendar Ca may be replicated to in user B site.

Therefore, the shared calendar application handles multiple separate documents, and multi-
ple replicas of those documents cross multiple sites as figures El and B show. This figure depict
the actions (1) (i) and (a) of the scenario in figure B on Marc’s and Jean-Michel sites.

Figure Bl shows that Jean-Michel has created M2 document and has imported a replica of
Marc’s calendar in order to invite him to that meeting. Beside figure Bl shows that Marc has
imported a replica of M1 to invite him self. He imported a replica of M2 because of Jean-Michel
invitation.

4 Dependence is the conjunction of Before and Enables.
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Marc's Site
Marc's calendar document
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Replica of Meeting M1 document

addUser
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setInfo
10:30-12:00
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Lamia

Replica of Meeting M2 document

Marc

Figure 4: Multiple documents replicated Handled by the Shared Calendar Application on Marc’s
site.
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Figure 5: Multiple documents replicated Handled by the Shared Calendar Application on Jean-
Michel’s site.
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Actions  In the next sections we use the following notation:

e userld: a unique ID of a user. Provide by the VO manager.
e meetingld: a unique ID of a meeting event.
e documentld: a unigue ID of a document.

e dateld: time is divided into discrete slots (e.g. 30 min), numbered from an initial date. This
sequential number is a unique ID of a precise date.

e meeting information: date if not specified elsewhere, resources (room, invited users) and
an optional description of a meeting.

From now on, we have seen that the shared calendar application handles multiple docu-
ments: calendar documents, and meeting documents. Thus the application supports two classes
of actions: actions executed on calendar documents, and actions executed on meeting docu-
ments.

When one organizes an event, he creates a meeting document, import the invited calendar
document. Notify them of their invitation with an action on their calendar. To set the meeting
information, invited users create actions on the meeting document.

Application atomic action

Telex Action

Action Id

TimeStamp

Keys

documentld

Type

Arguments

Figure 6: Application atomic action data type.

Figure @ shows the structure of the application atomic actions as follows:

e Action Id: a unique Id of the action.

e Owner Id: the Id of the user that generates the action.

e TimeStamp: action generation logic time

e Keys: hash of the arguments that Telex use for a quick check whether two actions commute.
e documentld: the identifier of the document on which the action is executed.

e Type: the identity of the action.

e Arguments: the argument needed to execute the action.

In the next paragraphs we list the application atomics actions. we detail their input/output
and their structure. Their execution pseudo-code is described in section 251l and section 5.2
We skip the Action Id and timestamp arguments in the description of the action structure.

The calendar application supports the following atomic actions on calendar documents:
Invite (userld, meetingld)

Input:
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— userld: the user invited to the meeting meetingld;
— meetingld: the concerned meeting.
Output:
— No output.
Structure:
— Owner: get owner Id;
— Keys: check with concurrent Cancellnvitation for the same meeting
{ hash (meetingld +userCal endarld) } ;
— Document: User calendar document Id;
— Type: “Invite”;
— Arguments:
meet i ngl d;

Description: A user x generates Invite (userl, m) on userl’'s calendar document to invite
userl to the meeting m. When userl executes this actions, it does the following operations:

1. Import the meeting m Telex Document
2. Set the userl statuts for the meeting m as undefined.

3. Compute meeting m data: get and execute a schedule of actions logged on the
imported meeting m Telex Document.

Cancellnvitation (userld, meetingld)
Input:
— userld: the user cancelled to the meeting meetingld;
— meetingld: the concerned meeting.
Output:
— No output.
Structure:
— Owner: get owner Id;
— Keys: Check with the concurrent invitations for the same meeting.
{ hash (meetingld + wuserCalendarlid) } ;
— Document: User calendar document Id;
— Type: “Cancellnvitation”;
— Arguments:
meet i ngl d;

Description: A user x generates Cancellnvitation(m, userl) on userl’s calendar document
to cancel the invitation of userl to the meeting m. When userl executes this actions, it
does the following operations:

1. Ask userl if he accepts the cancellation. If userl accepts:

2. Get the meeting m Telex Document.
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Application atomic action
Telex Action
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Figure 7: Invite action structure.

3. Set the userl statuts for the meeting m as cancelled.
4. Close the meeting m Telex Document.

Back to the scenario shown in figures Figure [ shows the structure of the action invite
(Marc, M2), generated by Jean Michel and recorded on Marc’s calendar.

For the meeting management, the calendar application supports the following atomic actions,
they are recorded and executed on meeting documents.

createEvent (meetingld)
Input:
— meetingld: the concerned meeting identifier;
— mTDoc: the corresponding document identifier.
Output:
— meeting object.
Structure:
— Owner: get owner Id;

— Keys: generated only one per meeting. Telex won't have to check, thus the key must
be unique.

{ hash (meetingld +out of range value) } ;
[l => uni queness between createEvent of different neetings.

— Document: meetingld Telex document;
— Type: “CreateEvent”;
— Arguments:

meet i ngl d;
meeting Tel ex-docunment |d.

Description: A user x generates CreateEvent(m, mTDoc) on meeting m’s Telex-document.
When an invited user for meeting m executes this actions, it does the following operations:

1. Create a meeting object with a meetingld = m, and corresponding Telex document =
mTDoc.
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addUser (userld , meetingld)

Input:
— meetingld: the concerned meeting identifier;
— userld: the invited user identifier.

Output:
— No output.

Structure:
— Owner: get owner Id;
— Keys: check with concurrent cancelUser/cancelEvent on the same user/meeting.

/1 Check with cancelInvitation actions

Keys = { hash (neetingld + userld) } ;
[l =>we will also check with concurrent invitations
/leven if they comute.

Check with the cancelEvent

Keys += { hash (meetingld + "InviteUser") } ;
— Document: meeting document;
— Type: “addUser”;
— Arguments:

meet i ngl d;
user | d.

Description:

A user x generates addUser(m, userld) on meeting m’s Telex-document to invite userl to
the meeting m. When userl executes this actions, it does the following operations:

1. Get the meeting object having meetingld = m.
2. If userl has not accepted the meeting m, then:
(&) Ask him his position.

(b) Get his vote accept, refuse or wait, as userl accepts, refuses or still not decide
on meeting m.

"o u

(c) Set consequently userl status on m: “invited” for “accept”,

LLITS

“refuse”, “undefined” for “wait”.

refuselnvitation” for

cancelUser (userld , meetingld)
Input:
— meetingld: the concerned meeting identifier;
— userld: the cancelled user identifier.
Output:
— No output.
Structure:

— Owner: get owner Id;
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— Keys: check with concurrent inviteUser on the same user/meeting.

Keys = { hash (neetingld + userld) } ;
/[l => we will also check with concurrent cancellations
[l even if they comute.

— Document: meeting document;
— Type: “cancelUser”;
— Arguments:

meet i ngl d;
user | d.

Description: A user x generates cancelUser(m, userld) on meeting m’s Telex-document to
cancel the invitation of userl to the meeting m. When userl executes this actions, it does
the following operations:

1. Get the meeting object having meetingld = m.
2. If userl is not already cancelled for meeting m, then:
(a) Ask him his position.
(b) Get his vote accept or wait, as userl accepts or still not decide on meeting m.
(c) Set consequently userl status on m: “cancelled” for “accept”/ “undefined” for
“wait”.
setinfo (meetingld, meetingInformation)
Input:
— meetingld: the concerned meeting identifier;
— meetingInformation: the new meeting information: date, description, ...
Output:
— modify the meeting object.
Structure:
— Owner: get owner Id;
— Keys:

Check with concurrent setinfo on the same meeting, check with concurrent can-
celEvent on the same meeting.

Keys = { hash (meetingld + ‘‘setinfo’’) } ;

Check with any concurrent setinfo for the same user and same set time, on different
meeting.

/1 Set of unique date identifier per slot.
Build dateld setDateld (neeting.date, slot);

For each dateld in setDateld
Keys += { hash (dateld) } ;

— Document: meeting document;

— Type: “setInfo”;
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— Arguments: clear

meet i ngl d;
meet i ngl nf or mati on.

Description: A user x generates setinfo (m, minfo) on meeting m’s Telex-document to set
or modify the meeting m data. When a meeting m invited user userl executes this actions,
it does the following operations:

1. Get the meeting object having meetingld = m.
2. If userl his status is undefined for meeting m, then notify him with the changes.

3. If he has already accept the invitation, then ask him if he accepts the changes. If he
does then:

(a) Set userl free on the previous meeting m date.
(b) Set userl busy on the new meeting m date.
(c) Set/modify other informations like meeting description.

(d) if conflict occurs with other meetings, then notify userl and ask him to vote on-
conflicting meetings.

Application atomic action

Telex Action
413;120

M2 document
Setinfo

M2;11:00-12:00;
03/05/07

Replica of Meeting M2 document

Marc

Jean Michel

Figure 8: Setinfo action structure.

Back to the scenario shown in figures Bl Figure B shows the structure of the action setinfo (
M2, 03/05/07, 11:00-12:00), generated by Jean Michel and recorded on M2 document.

cancelEvent (meetingld)

Input:
— meetingld: the concerned meeting identifier.

Output:
— No output.

Structure:
— Owner: get owner Id;
— Keys: check with concurrent inviteUser and setlnfo on the same user/meeting.

Keys= { hash (neetingld + "InviteUser") } ;
/[l =>we will also check between all concurrent invitations
Il even if they commte.

Keys+={ hash (meetingld + "Setlnfo") } ;
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— Document: meeting document;
— Type: “cancelUser”;
— Arguments:

meet i ngl d;
userld.
Description: A user x generates cancelEvent(m) on meeting m’'s Telex-document to can-

cel it. When a meeting m invited user userl executes this actions, it does the following
operations:

1. Get the meeting object having meetingld = m.
2. If userl has not already accepts a cancellation for meeting m, then:
(a) Ask him his position on the cancellation.

(b) Get his vote accept / refuse or wait, as userl accepts, refuses or still not decide
on canceling meeting m.

"

(c) Set consequently userl status on m: “cancelled” for “accept”,
tion” for refuse, and “undefined” for “wait”.

refuseCancella-

Allocate/cancelAllocation (roomld, meetingld) : Allocate/Cancel the allocation of a room
for an event. The application has the same behaviour for the room resources and the user
resources. A further work will detail these actions. For the next sections we will skip this action.

Constraints  As the application manages multiple documents, the constraints can be inside a
document or between documents.

In the scenario depicted in figure 3 Lamia generates the following atomic actions (actions
):
1. createEvent(M1);
2. allocate (233,M1);
3. setinfo (M1; 03/05/07;11:00,15:00);
4. Invite (M1;Lamia);

These actions are logged in meeting M1 document. To express their atomicity, the application
generates an enables constraint cycle. As all constrains are between two action on meeting M1,
they are also logged on M1 document. Thus this set of constraint is an example of constraint
inside a document as shown in figure

Marc's Site
Replica of Meeting M1 document

addUser
M1

— B e
T NPTy /setinfo .
Lamia (E528 ) ¢ adﬂzseh "/1%33%'51%?0‘
h oo, w1

Marc

(createEvent
Mt

=

Figure 9: Scenario of constraints inside a document.

Back to the scenario of figure Bl We supposed that, at some point in time, Marc has received
Lamia’s actions (action(1)), but not yet Jean-Michel's. Marc invites himself to M1. Action (i) in
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figure Later, Marc knows Jean-Michel's actions (action (a)). He thus detect the antagonist
constraint between setting M1 time to 10h:30-12:00 and inviting Marc to it on one side, and
inviting him to M2 and scheduling M2 at 11h:00-12:00 on the other side.

As this antagonist constraint is between actions on meeting M1 and M2 documents, it is
recorded n both documents. Thus this set of constraint is an example of constraint between
documents as shown in figure [0

Marc's Site
Replica of Meeting M1 document

addUser
Marc M1

- *Marc
setinfo,
10:30-12:00,
| +03/05/07

i A
Lamia - -233\f M2 (gisatsErent
‘\\:M1/,/‘ﬁ \etamia A M

Replica of Meeting M2 document é

Marc

Jean Michel

Figure 10: Scenario of constraints between documents.

2.4.3 Application architecture

From now on, we have seen the description of basic actions, and their execution pseudo-code.
We have described the two sorts of constraints between those actions. The following section
details the architecture of the application and the mechanism to generate, log actions and con-
straints and execute them.

Figure [I1] shows the main component of the application and it's interaction with Telex. A
controller gets user operations through the GUI, transform them into a set of basic actions and
constraints. Log them in the corresponding document via addFragment.

When new action arrives from remote Telex instances, Telex search for possible constraints
with the logged actions. A quick check on the constraints filters the commuting actions (keys don't
match). Otherwise, Telex asks the application for the corresponding constraints.

The compare component check the arguments of the actions and answers Telex via getCon-
straints.

Finally Telex compute possible schedules and send the to the application via Execute. The
model component executes the schedule, and the view component shows them to the user via
the GUIL.

Controller description The controller thread captures the user operation:
e Create meeting;
e Cancel a meeting;

e |nvite users;
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Application Level

DATA

<—{GUI

Controller

addFragment
Execute

-
-

getConstraints

Remote Telex

Telex Level

Figure 11: Shared Calendar architecture.

e Cancel invitations;
e Set/modify meeting information: date, description - -

For each event the controller creates consequently actions and constraints. It logs the created
actions/constraints in the corresponding Telex document: meeting Telex document or a user
calendar Telex-document. Section 2.5.3 shows the executed operations for each event.

Model description Telex computes sound schedules based on the logged actions and con-
straints. It sends the to the application level via the Execute API. The model thread captures
telex Execute events. Gets the schedules and executes them on a user’s calendar and meeting
documents.

Section 5.4l describes the corresponding pseudo-code.

Compare description The Compare thread handels getConstraints events. When new action
is logged, Telex search for possible constraints with the previously logged actions. A quick check
on the constraints filters the commuting actions (keys don't match). Otherwise, Telex asks the
application for the corresponding constraints by rising a getConstraints event.

As a key is just a hash of action’s arguments, the compare thread has to check real argu-
ments to get the corresponding constraints. It use the correspondence tables [IPIBIEIE to get the
write constraints . Section ZZ5.5 shows the pseudo-code of the compare thread.

In this section, we call thisUser, the user on witch site the thread compare is lunched.

We assume that there are no constraints gotten by the getConstraint between actions on
one calendar document. This is achieved by construction, as the Invite and Cancellnvitation only
open the meeting document, and close it.
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Table 1: Constraints matching table: createEvent

createEvent (M) M1+ out of
range value
Action Arguments Keys Real Constraints
matching
condition
createEvent (M3) Mo+ out of M1 = M5 0
range value Same action
X X X 0 0
Table 2: Constraints matching table: addUser
addUser (M]_,Ul) M1 +Ugy;
Mi+
"I'nviteU ser”
Action Arguments Keys Real Constraints
matching
condition
addUser (M2,Uy) Mo + Uo; M1 = My; 0
Mo+ (Mg,U1) =
"InviteUser” | (M2,Up)
Non-
cancelUser (M2,Uy) Mz + U, (M1,Uy) = Commuting
(M2,U2)
setinfo Dat er 0 0
slot;
Ma-+
"SetInfo”
M ) Mo+ M1 =My Non-
IE (M, :
cancelevent "nvitel ser”; Commuting
Ma+
"SetInfo”
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Table 3: Constraints matching table: cancelUser

Grid4All-034567
26th June 2007

cancelUser (M1,U;) M1 +U;
Action Arguments Keys Real Constraints
matching
condition
cancelUser (M2,U3) M2 +U> (M1,Uq) = 0
(M27 Uz)
setlnfo Dat er 0 0
(Mg, Datey)| 0 24P
slot;
Mo+
"SetInfo”
(M2) Ma+ 0 0
cancelEvent "I rvitel ser”:
Mo+
"SetInfo”
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Table 4: Constraints matching table: setinfo

Grid4All-034567
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setinfo Datey g per
(My, Datey) slot;
M1+
"SetInfo”
Action Arguments Keys Real Constraints
matching
condition
setinfo (M», Datey) Datey g4 per M1 =My Non-
’ slot; Commuting
M2+
"SetInfo”
M1 # My ; Antagonist™
JdotS:
Dateyq, =
Datey g, =
Sq
cancelEvent (M2) Y M2+ Y My =M. Non-_
Invitel ser”; Commuting
Mo+
"SetInfo”

*To minimize the number of aborted action:

Get the previous AddUser (M1, thisJ ser)=A;

Get the previous AddUser (M, thisJ ser)=A,

Set Constraint (Antagonist, A;,setInfo; ,Az,setInfoy)

See example page [D3.I-Chapter =33
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Table 5: Constraints matching table: cancelEvent

(M1) M1+
"'nvitel ser”:
M1+
"SetInfo”

cancelEvent

Action Arguments Keys Real Constraints
matching
condition

(My) Mo+ M1 =M; 0
"InviteU ser”;
Mo+
"SetInfo”

cancelEvent
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Back to our example (figure B), suppose Telex already holds the action setinfo(M1, 10:30-
12:00, 03/05/07) with keys { hash ("Slot(10:00-11:00, 03/05/07)"), hash ("Slot(11:00-12:00, 03/05/07)"),
hash ("M1setinfo”

When it receives action addUser(Jean-Michel, M2) with keys {hash ("M2Jean-Michel”), hash
("M2InvitedUser"} , the latter does not (with high probability) have any common keys with the
former. Therefore Telex does not call getConstraint with these two actions.

In contrast, when Marc’s site receives Setlnfo(M2,11:00-12:00,03/05/07), this action def-
initely has a key in common with the first one (the hash of their common slot (11:00-12:00,
03/05/07)).

Telex calls the getConstraints method of the calendar application. The compare thread check
the table @ and:

e gets the previous addUser (M1, Marc) = addUser () | regarding to setinfo(M1, 10:30-12:00,
03/05/07)= setInfolV.

e gets the previous addUser (M,, Marc) = addUser® | regarding to setinfo(M2, 11:00-
12:00, 03/05/07)= setInfo@ .

e Returns conflict between (addU ser() setinfo®) and (addU ser(® | setinfo(®)

e Finally record the conflict in M1 multilog and M2 multilog.

5 Slot = 60mn
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2.5 Shared Calendar Pseudo-code
2.5.1 Actions on Calendar Telex-Documents

Invite(m, userl)

Invite(m userl){

Tel ex Document nifDoc = inport (m Tdoc);

[l set the user status for the neeting mas undefined

user St at us[ m user 1] =undefi ned;

/1 get and execute a schedule of the meeting docunent actions
niTDoc. execut eNow( ) ;

}

Cancellnvitation(m, user)

Cancel I nvitation(m user){

Tel ex Document nifDoc = get Docunent (nj;

/] set the user status for the meeting mas cancelled
user St at us[ m user] =cancel | ed;

nfDoc. close(); [/ close the meeting m document

}

2.5.2 Actions on Meeting Telex-Documents

CreateEvent(m, mTDoc)

Creat eEvent (m niDoc) {

[l create the nmeeting object and associate it with the neetingld m
/1and the corresponding document.

create nmlhject (m niDoc);

}

addUser(m, userld)

addUser (m userld){
Il get the meeting object representing the meeting

//set with nmeeting information.

Meet i ngChj ect nhj = get mChj ect (n);

if (userStatus[muserld] == invited) {

vot e= accept ed;

} else if {

Ask the user ‘‘userld’ his position on his invitation

to the nmeeting '‘noj’’;

if (vote = accepted) {

userStatus[muserld]= ‘‘invited ;

Il set the nmeeting in the userld agenda

Agenda[ user | d].addmeeting(m ;

}
else if (vote = wait)
user Status[muserld]= *‘undefined’

else // vote = refuse invitation
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userStatus[muserld] = ‘‘refuselnvitation’’

}

/!l For the reconciliation: tell the collaborators whether
Il the invitation is accepted, refused or not decided.

actionStatus[ getActionld ] = vote ;

}

cancelUser(m, userld)

cancel User (m userld){

Il get the neeting object representing the meeting
Il set with neeting information.

MeetingQhj ect nCbj= getnCbject (m;

if (userStatus[muserld] == cancelled) {

vot e= accept ed;

} else if {

Ask the user ‘‘userld ' his position on cancelling his

invitation to the neeting ‘‘nmhj’’;

if (vote = accepted) {

user Status[muserld]= ‘‘cancelled ’;

/1 renove the meeting in the userld agenda

Agenda[ user | d].renoveneeting(m ;

}
else if (vote = wait)
user Status[muserld]= *‘undefined’

else // vote = refuse
userStatus[muserld] = ‘‘refuseCancellationg’
}
[l For the reconciliation: tell the collaborators whether the
Il invitation is accepted, refused or not decided.
actionStatus[ getActionld ] = vote ;

}

setinfo (m, minfo)

setinfo (m mnfo){
/1 get the userld where the action is executed
get Current User= userl d;

if (actionStatus [getActionld, getUserld] != refused) {
i f (Agenda[userld].get(mdate) == free){
Agenda[ userld].set(mdate, busy, m;
[/ if the user didn't decided on the action then
/1 notify himof the change
if (actionStatus [getActionld, getUserld] == undefined) {
Ask the user he accepts the change
Get vote;
actionStatus [getActionld, getUserld] = vote;

} else {
[l add mto the neeting |ist scheduled on mdate
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Agenda[ userld].set(mdate, busy, +n;
notify the user of the conflict ;
get vote;
actionStatus [getActionld, getUserld] = vote;
Il => conflicting action’s votes can be both accepted if
/1 the user resolves the conflict with other setlnfo
Il or cancellnvitation

}
}

cancelEvent(m)

cancel Event (m{
/1 get the userld where the action is executed
get Current User= userl d;

Il get the neeting object representing the meeting
Il set with neeting information.

MeetingQbj ect nCbj = getnCbject (m;

/I Cancel | ed users automatically accept the cancel Event

if (userStatus[muserld] == cancelled) {

vot e= accept ed;

} else if {

Ask the user ‘‘userld ' his position on cancelling the neeting

to the meeting '‘nmoj’’;

if (vote = accepted)

user Status[muserld]= *‘cancelled ;

/1 remove the meeting in the userld agenda

Agenda[ userld].renoveneeting(m ;

else if (vote = wait)

user Status[muserld]= ‘‘undefined’

else // vote = refuse

user Status[muserld] = ‘‘refuseCancellationg’’
}

[l For the reconciliation: tell the collaborators whether
Il the invitation is accepted, refused or not decided.
actionStatus[ getActionld ] = vote ;

}

2.5.3 Controller thread

On a create meeting event

get owner;
[lall needed users but the owner
get neededl nvitedUserList;
[lother invited users
get optional I nvitedUserList;
[/ Precondition : neededlnvitedUserList |NTER optionallnvitedUserList
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{1 INTER {owner} = NULL

invitedUserList = neededlnvitedUserList +
+optional I nvi tedUser Li st
+ owner;
get description;
get date;

[l Create the meeting document m

Cr eat eDocunent nTDoc;
Meeting ne new Meeting ( owner, InvitedUserList, description,

datel dSet. ..

Fragnent nmeetingFragnent, cal endar Fragement;
Il Generate the createEvent action
Action create = new createEvent (nj;
meet i ngFragnment . add( create);

Action addUserAction, invite;
Docunent di ;

/!l For each invited user
for (user in invitedUserList){

/'l Inport user cal endar
di =get docunent (user, cal endar);

Il Generate action Invite (m user) on that cal endar
i nvite=meeting.createlnviteAction(m user);

cal endar Fragnent.add (invite);

di . addFragnent (cal endar Fragnent);

/I Generate action addUser(user) to niTDoc
addUser Acti on = new action(m addUser, user);

meet i ngFragnent . add (addUser Action);

Grid4All-034567
26th June 2007

Il if the meeting can't take place if some needed users can't cone

Il => Generate the parcel between:
Il createEvent and addUser (neededUser) set;
meet i ngFragnent . addConsrai nt (parcel, create,

set of addUser (neededlnvitedUserList) );

/I In all case the addUser(optional | nvitedUser) need
Il the createEvent action
for (user in optionallnvitedUserList){
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meet i ngFragnment . addConstrai nt (Enabl es, addUser (user), create)

}

/1Set the meeting information
Il Generate the setInfo action
[l this action depends on the createEvent

Action setInfo = new action (mdescription, date...)
meet i ngFragnment . add( setlnfo);
meet i ngFr agnent . addConst rai nt (Enabl es, setlnfo, create)

[/ Order the invitation with the concurrent invitations
meet i ngFragnent . addConstrai nt (Before, setlnfo, F.getActions(AddUser));

[/ Add the fragnent to the neeting document
mrDoc. addFr agment (nmeetingFragnent);

/1 Ask for a schedul e
execut eNow() ;
}

On an cancel meeting event

get Meeting m
get owner; // the owner of the action

[l Create cancel Event action on the meeting docunent
Fragnent meetingF
Action cancel Event= new action(Cancel Event, m;

meet i ngFragnent . add (cancel Event);

{1 1f committed it’'s execution generates the cancel Event
[/in user’s Cal endar

[lget the createEvent action and add the enabl es constraint
Schedul e sc = mget Current Schedul e();

Action create = sc.getAction (createEvent);

meet i ngFragment . addConstrai nt (Enabl es, Cancel Event, create);

/1 add ordering constraint (Before) with the previous addUsers
Il and setlnfo of mrfdoc
meet i ngFragnent . addConstrai nt (Before, sc. get Acti ons(addUser) |,
cancel Meeting );
meet i ngFragnent . addConstraint (Before, sc.getActions (setlinfo));

/1 add the fragment on the meeting docunent
m get Docunent (). addFragnet (neetingFragment);
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/1 Ask for a schedul e
execut eNow() ;

On an invite users event

get Meeting m
get owner; // the owner of the action

get neededlnvitedUserList; //all needed users

get optional InvitedUserList; //other invited users

[/ Precondition : neededl nvitedUserList |INTER optional InvitedUserList = NULL
[IPrecondition : Invited UserList are note already collaboration

/1 on the meeting docunent

/I NOTE: owner may be in neededl nvitedUserLi st

i nvitedUserList = neededl nvitedUserList + optionallnvitedUserList;

/] get the createEvent action for the Enables constraints

/1 the setlnfo actions, cancel Users actions for the ordering constraints

Schedul e sc= m get Current Schedul e();
Action create =sc.getAction (createEvent);

Fragment neetingFragment, cancel InvitationFragment, setlnfoFragnent;
[Ithe last concurrent meeting nodification
set | nf oFragment = sc. get Actions (setlnfoAction);

Action addUserAction, invite;
Docunent di
Docunent nifDoc = m get Docunent () ;

/1 For each invited user
for (user in invitedUserList){

Fragment cal endar Fragment = new ( Fragnent);
/'l Inport user cal endar
di =get docunent (user, cal endar);
Il Generate action Invite (m user) on that cal endar
invite=meeting.createAction(lnvite, muser);
cal endar Fragnent.add (invite);

/] order it with the previous cancellations on the cal endar docunent
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cancel I nvitationFragment = di.get Schedul e(). get Acti ons(Cancel Invitation);
cal endar Fragment . addConstrai nt (Before, cancellnvitationFragment, invite);

/Irecord the cal endarFragnent in user cal endar Docunent;
di . addFragnent (cal endar Fragnent);

I/ Generate action addUser(user) to mniTDoc
addUser Acti on = new action(m addUser, user);
meet i ngFragment . add (addUser Action);

Il Generate Constraint Enables with the createEvent action.
meet i ngFragnent . addConstrai nte (Enabl es, addUserAction, create);

[lorder the generated AddUser with previous cancel Users and setlnfo
/1 get the scheduled cancelUser , may be multiple cancelling
cancel I nvitationFragment= sc. get Acti ons(cancel User (user));
meet i ngFragnent . addConstrai nt (before, cancel InvitationFragment, addUserAction);

/1 order with concurrent setlnfo actions, may be nultiple.
meet i ngFragment . addConstraint (Before, setlnfoFragment,
addUser Action);

/1 1f the owner presence depend on the presence of sone neededUser
[/ and if the owner invitation status is not decided
Il => then add the enabl es constraint between |ast
/'l recorded addUser (owner) action
/1 and the last addUser(neededUser)
/1 Note that both can either be already recorded in the neeting document
Il or generated by the previous |oop

if (userStatus[mowner] =undefined){
for (usr in neededl nvitedUserlList){
meet i ngFragnent . addConst rai nt e (Enabl es,

get Last Acti on(addUser Acti on( owner)),

get Last Acti on(addUser Action(usr))
)i
}

}

/1 Add those information in the neeting docunent
nifDoc. addFragmet (F);

/1 Ask for a schedul e
execut eNow() ;

}
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On an cancel user’s invitation event

get Meeting m
get owner; // the owner of the action

get removedUserList; //all cancelled users
[IPrecondition : renoved users are already collaborating
/on the neeting docunent

[I'NOTE: owner may be in renovedUserLi st

/1 get the createEvent action for the Enables constraints
Il the setInfo actions, cancel Users actions for the ordering constraints

Schedul e sc= m get Current Schedul e();
Action create =sc.getAction (createEvent);

Fragment neetingFragnment, invitationFragment
Action addUserAction, invite;

Docunent di

Docurment mifDoc = m get Docunent () ;

/! For each cancel |l ed user
for (user in remvedUserList){

Fragnent cal endar Fragment = new (Fragnent);
/'l lTmport user cal endar
di =get Docunent (user, cal endar);

Il Cenerate action cancel Invitation (m user) on that cal endar
cancel I nvi tati on=neeting. createAction(Cancellnvitation, muser);
cal endar Fragment . add (cancel Invitation);

[l order it with the previous invitations on the cal endar docunent

i nvitationFragment = di.getSchedul e().getActions(lnvite);

cal endar Fragnent . addConstraint (Before, invitationFragnent,
cancel I nvitation);

/Irecord the cal endar Fragnent in user cal endar Docunent;
di . addFragnent (cal endar Fragnent);

/'l Generate action cancel User(user) to nTDoc
cancel User Action = new action(m cancel User, user);
meet i ngFragnent . add (cancel User Action);

/1 Generate Constraint Enables with the createEvent action
meet i ngFragnent . addConstrai nte (Enabl es, cancel UserAction, create);

[lorder the generated cancel User with previous addUsers and setlnfo

Grid4All Public Page D3.1-Chapter I1-41



CHAPTER |l — REQUIREMENTS, DESIGN AND IMPLE- Grid4All-034567
MENTATION PLAN OF DATA FACILITIES 26th June 2007

Il get the scheduled cancelUserlnvitation , may be multiple cancelling
invitationFragnent= sc. get Actions(addUser (user));
meet i ngFragnent . addConstrai nt (before, cancellnvitationFragnent,

/I cancel User Action);

/1 Add those information in the meeting docunent
mrDoc. addFragmet (F);

Il Ask for a schedul e
execut eNow() ;

}

On a modify meeting information event

get Meeting m
get owner; // the owner of the action

get date;
get description;

get neededUserList; // needed users to execute the nodifications
[/ Precondi tion: must already collaborate on the neeting

Il get the createEvent action for the Enables constraints
[l the setlinfo actions for the ordering constraints

Schedul e sc= m get Current Schedul e();
Action create =sc.getAction (createEvent);

Fragment neetingFragnment, setlnfoFragment

Docurment mifDoc = m get Docunent () ;

[l Generate the setinfo action and record it in the nmeeting docunent
Action setlnfoAction = createAction (setlnfo, m date, description)

meet i ngFragnent . add (setlnfoAction);

/] Generate Constraint Enables with the createEvent action
meet i ngFragment . addConstrai nte (Enables, setlnfoAction, create);

[l get the last concurrent neeting nodification

set | nf oFragment = sc. get Actions (setlnfoAction);

{1 order with the previous setlnfo actions

meet i ngFragnent . addConstraint (Before, setlnfoFragnent, setlnfoAction)
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[l 1f the owner wants to apply the nodification only if some neededUsers
Il accepts to attend the neeting.

Il For each needed user
for (user in neededUserList){

Il get the Last scheduled addUser
/1 may be multiple addUsers, choose the one after the last cancelling
Fragment invitationFragnent= sc.getLastActions(addUser(user));

/] set the Enables constraint
meet i ngFragnent . addConstrai nt (Enabl es, setlnfoAction, invitationFragnent);

}

/1 1f the owner presence depends on this nodification
Il If he wants to notify the others
[l and if the owner invitation status is not decided
/1 =>then add the enables constraint between |ast recorded
/'l addUser (owner) action and the setlnfo

if (userStatus[mowner] =undefined){
Il get the Last schedul ed addUser (owner)
Fragment invitationFragnment= sc.getLastActions(addUser(owner));

meet i ngFragnent . addConstrai nte (Enables, invitationFragnent, setlnfoAction );

}

/1 Add those information in the neeting docunent
mrDoc. addFragmet (F);

Il Ask for a schedul e
execut eNow() ;

}

2.5.4 Model thread

On a Execute event

get schedul es sc;

/1 the schedul es may be on multiple docunents: meetings and user cal endar
for (each docunent d) {

get the initial State

Restore the initial State;

Schedul es subSc = sc. get subschedule (d );

for (each Action act in subSc) {
/] execute the action as described

}
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execute (act);

}
}

2.5.5 Compare thread

On a getConstraints event

//get action to conpare
get actionl, action2;

/1 get the corresponding constraint fromthe constraint tables.
Fragnent constraint Fragment = correspondanceTabl e[ actionl, action2];

[Irecord the constraints in the corresponding action docunents
if (getDocument(actionl) != getDocunent(action2)) {
get Docurrent (acti on2). addFragment ( constraint Fragnent );

}

get Docurent (acti onl). addFragment ( constraint Fragnent );
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3 Collaborative Editors

3.1 State of the art

A wiki is a collaborative editor on the web: several users can edit common data from distributed
sites on the Internet. This section briefly describes the state of the art of collaborative editors and
wikis.

3.1.1 Collaborative Editors

We focus on collaborative editors based on optimistic replication (which is the focus in Grid4All).
Optimistic data replication allows users, even disconnected, to access data quickly. and support
simultaneous editions. The system is then in charge of ensuring the convergence of the updated
data towards the best possible state.

The collaborative editors that can support the management of optimistic replication are Ice-
Cube, Bayou and WOOT. These approaches ensure the consistency of the data in a state that
takes into account the modifications of the users. However, P2P networks are composed of a
very volatile population. Each node can enter or leave constantly, and arbitrarily quickly. In this
context, the existing solutions of the collaborative editors cannot be adapted.

IceCube is a general-purpose reconciliation system that exploits the application semantics to
resolve conflicting updates [12], 27, [28]. In IceCube, update operations are called actions and
they are stored in logs. IceCube captures the application semantics by means of constraints
between actions, and treats reconciliation as an optimization problem where the goal is to find
the largest set of actions that do not violate the stated constraints.

Bayou is a mobile database system that lets a user replicate a database on a mobile computer,
modify it while disconnected, and synchronize with any other replica of the database that the
user happens to find [34] 22]. In Bayou, each operation has attached a dependency check and
a merge procedure. The dependency check is run to verify if the operation conflicts with others
whereas the merge procedure is executed to repair the replica state in case of conflict. In Bayou,
a single primary site decides which operations should be committed or aborted and notifies other
sites about the sequence in which operations must be executed. Anyway, Bayou remains different
from single-master systems as it allows any site to submit operations and propagate them, letting
users to quickly see the operations effects. In single-master systems, only the master can submit
updates.

OT (Operational Transformation) was developed for collaborative editors [9, 32}, 130, 31} 135]. OT
assumes that a user applies commands immediately at the local site, and then propagates these
commands to other sites. As a result, all sites perform the same set of operations but possibly
in different orders. The goal of OT is to preserve the intention of operations and assure replica
convergence. This is achieved by defining for every pair of concurrent operations a rewriting rule.
In [2Q] it is proved the correctness of OT for a shared spreadsheet. Molli and all [16] extend the
OT approach to support a replicated file system. Ferrié and all [10] deal with undo operations
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in the context of OT by providing a general undo algorithm based on the definition of a generic
undo-fitted transformation.

WOOT  [17] proposed by ECOO team of the LORIA, can also be used in a decentralized way.
WOQOT is based on the monotonous calculus of the linear extension of the order partial between
the elements of a linear structure. To integrate each modification, each site is able to make
independently this calculus in a polynomial time. WOOT uses neither state vectors nor sites
having particular tasks or constraints.

Examples of collaborative editors are E

ACE is a simple text editor with standard features such as copy/paste and load/save.Multiple
documents can be edited at the same time. Furthermore, ACE can share documents with other
users on different computers, connected by communication networks (LAN, Internet).ACE allows
the discovery of users and moreover automatically shares their documents.Users can opt to join
any discovered shared document.For all of this, no configuration is necessary since it is a zero-
conf networking approach(also known as Bonjour or Rendezvous).

ACE builds upon open technologies such as BEEP (RFC 3080) and zero-conf networking
applications that understand the public protocol of ACE. ACE is a free software, running on all of
major operating systems (Windows, Mac OS X and Linux).

The heart of the application is a concurrency control algorithm based on Operational Trans-
formation [33], which allows lock-free edition of documents by multiple users. It does not impose
editing constraints and solves conflicts automatically. designing and implementing.

Intelligent Collaboration Transparency (ICT) is an application sharing framework for sharing
familiar single-user tools (applications) for collaboration purposes without modifying their source
code. At the user level, unmodified heterogeneous applications can be shared and interoperated.
At the system level, the application sharing middleware is able to understand the behavior of the
applications being shared. The main assumption underlying this work is that allowing collabora-
tors to use familiar single-user tools for cooperative work can reduce development, deployment,
and learning costs while improving individual and group productivity.

CoWord (Microsoft Windows) is a collaborative software component which converts Microsoft
word into a real-time collaborative word processor and allows multiple users to collaboratively edit
the same word document at the same time.

DocSynch s a collaborative editing system on top of IRC (Internet Relay Chat). By transform-
ing single-user editors into multi-user editors, it allows to remotely edit text documents together.
Implementations are targeted as extensions to many popular text editors and IDEs. A working
version is available for jEdit.

Shttp://en.wikipedia.org
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CodeWright s rich featured programmer’s editor from Borland. Its built-in CodeMeeting plugin
allows each file to be edited by one person at time. Others can watch cursor actions. Chat is also
provided. CodeWright is considered easy to use by many developers and has powerful extension
tools. The program can be configured to work with other integrated development environment
(IDE) systems, synchronise with IDEs on the fly.

Writeboard  is a free collaborative (but not real time) text editor, which allows creation of an
unlimited number of web-based text documents. Each Writeboard has a separate user name
and password, and changes can be monitored via an RSS feed. Writeboard is a very simple
application but supports Diff (file comparison utility), allowing users to compare changes made to
the document.

3.1.2 Cooperative editing system, general issues

A real-time cooperative editing system such as ACE allows multiple users to view and edit the
same document at the same time from geographically dispersed sites. The following require-
ments have been identified for such systems:

e Real-time: The response to local user actions must be quick, ideally as quick as a single
user editor, and the latency for reflecting remote user actions is low (determined by external
communication latency only).

e Distributed: Cooperating users may reside on different machines connected by communi-
cation networks with non-deterministic latency.

e Unconstrained: Multiple users are allowed to concurrently and independently edit any part
of the document at any time, in order to facilitate free and natural information flow among
multiple users.

A real-time cooperative editing system consists of n instances, each instance run by a dif-
ferent user. All instances are connected by a network. One of the most significant challenges in
designing and implementing real-time cooperative editing systems is consistency maintenance
among the different document replicas (one for each site). A cooperative editing system is said
to be consistent if it always maintains the following properties:

e Convergence: Guarantees when the same set of operations (for example, an operation
can be an insert/delete of a character) have been executed at all sites, that all copies (also
known as replicas) of the shared document are identical. That is, this property ensures the
consistency of the final results at the end of a cooperative editing session.

e Causality preservation: For any pair of operations Oa and Ob, if Oa — Ob (that is, Ob
is dependent on Oa), then Oa is executed before Ob at all sites. That is, this property
ensures the consistency of the execution orders at all sites of dependent operations during
a cooperative editing session.

e Intention preservation: For any operation O, the effects of executing at all sites are the
same as the intention of O, and the effect of executing does not change the effects of inde-
pendent operations. That is, this property ensures that executing an operation at remote
sites achieves the same effect as executing this operation at the local site at the time of its
generation, and the execution effects of independent operations do not interfere with each
other.
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3.1.3 Wiki

A wiki is a website that allows users to add, remove, and edit content. Thus, using web technol-
ogy, a wiki provides an easy and cheap way to foster mass collaborative authoring. The first wiki
(Wikiwikiweb) was developed by Ward Cunningham in the mid-1990s. Wikis allow for linking
among any number of pages over the web. This ease of interaction and operation makes a wiki
an effective tool for mass collaborative authoring. Wikipedia, an online encyclopedia, is one of
the best known wikis.

A wiki softwareﬁ is a type of collaborative software that runs a wiki system. This typically
allows web pages to be created and edited using a common web browser. Examples of wiki
systems are:

XWiki  (second generation wiki) is a Java wiki engine with a complete wiki feature set (version
control, attachments, etc.) and a database engine and programming language which allows
database driven applications to be created using the wiki interface.

Clearspace is a commercial J2EE application, made by Jiva Software, which combines wiki,
blog, and document management functionality into a complete enterprise collaboration solution.
Clearspace uses wiki-style markup or WYSIWYG editing to allow for clean version control and
workflow management.

Corendal Wiki  is a GPL application for corporate environments, with tight integration with Mi-
crosoft Active Directory.

OpenWiki  is written in VBScript, uses the ASP protocol, and stores data in XML files or Mi-
crosoft SQL Server. It combines useful features of several Wiki engines with windows integrated
authentication so users are logged in transparently.

TWIiki is a structured wiki, typically used to run a project development space, a document
management system, a knowledge base, or any other groupware tool.

3.2 XWiki P2P
3.2.1 Requirements of Collaborative Applications
With the popularity of distributed applications and growing speed of internet, collaboratively cre-

ating and managing information has become an essential requirement for the success of virtual
organizations. In this section we discuss requirements of collaborative applications.

Requirements

http ://www.wikipedia.org
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Distributed collaborative applications are getting common as a result of rapid progress in dis-
tributed technologies (grid, peer-to-peer, and mobile computing). As an example of such appli-
cations, consider a second generation Wiki that works over a peer-to-peer (P2P) network and
supports users on the elaboration and maintenance of shared documents in a collaborative and
asynchronous manner. Consider also that each document is an XML file possibly linked to other
documents. Therefore, such a Wiki allows collaboratively managing a single document (e.g. a
scientific paper shared by a few of authors) as well as composed, integrated documents (e.qg.
an encyclopedia or a knowledge base concerning the use of an open source operating system).
Although the number of users that update in parallel a document d is usually small, the size of
the collaborative network that holds d in terms of number of nodes may be large. For instance,
the document d could belong to Wikipedia, a free content encyclopedia maintained by more than
75,000 active contributors E

Many users frequently need to access and update information even if they are disconnected from
the network, e.g. in an aircraft, a train or another environment that does not provide good network
connection. This requires that users hold local replicas of shared documents. Thus, a P2P Wiki
has need for multi-master replication to assure data availability at anytime. In the multi-master
approach, updates made offline or in parallel on different replicas of the same data may cause
replica divergence and conflicts, which should be reconciled.

In order to resolve conflicts, the reconciliation solution can take advantage of application se-
mantic illustrated in Figure This example deals with a single document elaborated by three
authors. The document is a scientific paper organized as a tree. Each node (element) in the tree
structure corresponds to a section of the paper and holds the name of the responsible author.
Figure (a) shows the initial structure of the paper whereas Figure (b) shows conflicting
updates (in gray) over the initial structure. In Figure 2 (b) Esther tries to move the Background
section under Paper thereby changing the Background path from Paper/Solution/Background to
Paper/Background while Manal tries to insert two topics under Background using the path Pa-
per/Solution/Background. If the move operation is accomplished before the insert operations, the
Background’s path changes so that the insert operations do not find the Background element,
and therefore such inserts are lost. We can automatically solve this problem by introducing the
following application semantic: update operations precede move operations. In Figure [I2 (a) ac-
cording to this semantic, Topic 1 and Topic 2 are inserted in the path Paper/Solution/Background,
and then the entire sub tree under Background is moved in such a way that the intents of both
users (Esther and Manal) are preserved.

In Figure (a), another conflict takes place if Vidal tries to delete Background while in parallel
Manal tries to update the contents associated with Background. In this case, it is impossible to
preserve the intents of both users as we previously did, i.e. an operation will be preserved and
the other one will be discarded. By taking into account the application semantic, we can preserve
the operation that would likely be held by the users; in contrast, if we do not consider the applica-
tion semantic, either we keep this conflict to be manually solved later or we randomly resolve the
conflict. Thus, in order to automatically behave as users would likely do, we introduce the follow-
ing application semantic: ancestral responsible has higher priority than descendent responsible.
For instance, according to this semantic, the deletion of Background would be preserved and its
update would be discarded since Vidal, who proposes the deletion, is ancestral responsible wrt.

Shttp ://www.wikipedia.org
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Manal (i.e. Vidal is responsible for an element in the tree - the Solution element - that is Back-
ground’s ancestral). As in the real world, we take advantage of the authors’ hierarchy to decide
conflicts. Of course, sometimes it is better to preserve the operation submitted by the descen-
dent responsible. To cope with this situation, we improve our application semantic as follows: it
is possible to reapply discarded updates if the priority-based resolution is not satisfactory. Such
semantic can be easily implemented by allowing users to retrieve the discarded operations and
try again to execute some of these operations, if they want.

Paper Paper
Esther Esther
Introduc tion Relaied Wods Validation | | Conchesion Background | | Sobwiion
Esther Janal Hdaf Vidal Manal Janal Vidal
Convidbution Baclground | | Comiribution
Mamf Fidal Maral Fidal
Tupu: 1 Toplc 2
Mami Mamf
(a1 [ritial stracture (b Conflicting updates

Figure 12: Producing a paper in a collaborative manner

The semantic associated with a P2P collaborative editor can be richer than the simple se-
mantic that we discussed. However, we made the example deliberately simple only to show that,
by taking advantage of the application semantic on the reconciliation, we can eliminate spurious
update conflicts (e.g. insert and move operations over the same element are not really conflicting
operations) and we can resolve the real existing conflicts in an automatic manner as users would
likely do.

To manage information, users take advantage of different devices such as notebooks, PDAs and
portable phones, which can be supported by networks of variable quality. As a result, it is not
acceptable that the replication solution make strong assumptions about the network.

3.2.2 Detailed Examination of XWIKI

We use XWiki as collaborative application to validate Semantic Store reconciliation. In this sec-
tion, we present the current structure of XWiki application, which is client server. Then we discuss
the extensions needed to do a P2P version of XWiki.

XWiki

A wiki is a website that allows users to edit, add, and delete contents. XWiki is second
generation of wiki. It is an open source wiki written in java. It provides the editing, attachment,
different skins, and full text searching facility to its users. It has also some advanced features; we
can export our data from XWiki pages to .pdf pages. It uses hibernate for storing data in relation
database and for accessing it. We can use XWiki in different languages. XWiki is a user-friendly
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wiki. User can edit or create the page on just single click. For editing, it gives two basic choices
general mode and advanced mode. General mode is for basic or normal users and for expert
users it gives advanced mode. User can change profile, picture, or password. For editing we can
use GUI or direct programming language of XWiki i.e. velocity and groovy.

Any change in document is saved under version control of XWiki feature. We can access
the old documents by clicking the history button on the page. An XWiki page can contain at-
tachments, which can later be referenced from within a page. For searching, it provides a full
text-searching panel. If a user has administrator rights after searching, he/she can be delete the
page and assign specific rights of page to another user.

We can use different kinds of plug-ins with XWiki. One very user-friendly feature of XWiki is
Skins. We can use different kinds of skins according to our desire and can make our XWiki page
more nice and beautiful.

Current Design

XWiki is based on open source projects; it uses different kinds of open source projects, i.e.
e Hibernate: for accessing and working on data;
e DBCP: database connection pool for establishing connection with database;

e JRCS: used for version of documents; Struts: XWiki uses struts framework for data pre-
sentation and adding;

e OScahe: used for caching the documents;
e OSUser: used for user authentication on system.

Currently XWiki is a client server application as shown in Figure Administrator on Server
creates an account for a user and user can access it through username and password using a
web browser. Administrator creates a group of users and assign specific rights to that group of
users that what kind of work they can do on documents of their XWiki. They either can do editing
or deleting or can add new documents and information into their XWiki.

XWiki uses hibernate to access and retrieve data from database. Hibernate is high performance
object ,query service and a mapping tool for java environment. Hibernate has three essential
components and some optional components. Essential components are session factory, session,
transaction. XWiki uses RDBMS; we can use HSQL, MY SQL, or any other relational database.

Scripting

XWiki uses groovy and velocity as scripting languages. Velocity is used as a carrier of data
between java layer and page or presentation layer. The programmers of the XWiki core have
gathered objects of various types and placed them in the Velocity context. These objects, and
their methods and properties, are accessible via template elements called references and effec-
tively form an API for XWiki. Groovy mainly used by administrator or those users who have rights
for programming on XWiki. Mainly it is used for integration of plug-ins or components with XWiki.
It generates XML. HTML is used at the page layer for presentation of the data. With the use of
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Client Server

HWIKI HWIKI

Hibermnate

DECP

Figure 13: XWiki Client Server

groovy and velocity we can build or write directly in XWiki without compilation. These are easily
integrates in J2EE and a programmer can build application fast.

Concept of conflict

In current client server XWiki user can create a document and other users who have rights can
easily access the document and can do work on it. From Figure [[4] we can see that, if the owner
of page edits the page and at same time another user edits the page, owner has priority for
editing the page. Owner edit the page and write ¢ ,other user also work on same page and write
d, they both save the page at same time. Owner of the document changes will be saved. While
in another case if two different users that both are not owners of the page are working together
on the same page the last user will have priority, who will update the page in last.
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Figure 14: XWiki confliction

Granularity

The current granularity level of update in XWiki is its specific page, where we can edit, or updating
information or contents of the page. For XWiki P2P it should be LINE level.

Architecture of XWiki Document

From Figure [I5 we can see that XWiki has different spaces (e.g. blog, news, calendar etc) and
every space has its own pages. A registered user can access the space and its pages and create,
edit the pages in different spaces if user has rights to do edition or creation.

Wiki Access Rights (A-R) Wiki
— L T~
Space A-R Space 1 Space2 | Spacen
s | ~

Page A-R Pagel.1 Page2.1 | Pagen.1

N\ ! /

The Contents of Xwiki page: HTML, Wiki
syntax,Velocity, Groovy

Figure 15: Architecture of XWiki Documents
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3.2.3 XWiki P2P

XWiki has client-server architecture. Thus, the centralized server can be a bottleneck and a
single point of failure. To improve XWiki data availability, in case of failure or offline mode of
server, we propose to make Xwiki peer-to-peer (P2P). The main advantage of making XWiki P2P
is availability of its data at any time. With XWiki P2P, a user with the proper access rights is able
to access any other user’s data and then use the data. Another advantage of P2P is scalability:
it is easy to add new peers in the system since administration can be distributed. Finally, XWiki
P2P does not require any new infrastructure and can simply use the peers’ computing resources,
without needing any particular server. To make XWiki P2P, we have the following requirements.

Scalability

Resource management is not an issue in small or medium sized networks. However, when
we want to manage different kinds of software’s, a large number of users, and disparate users
and service availability requirements, scalability is a major concern. Scalability is a property of
a system that can handle successfully growing amounts of work and of users. XWiki P2P must
be scalable so that it can handle larger numbers of users and work successfully. More precisely,
scalability of P2P XWiki should be defined in terms of: number of users, data sizes, update work-
loads and query response times. Scalability is also related to extensibility of the system, which
means the ability of installing new hardware and software resources easily.

Data Availability

To increase data availability in P2P systems (without relying on expensive special-purpose
availability solution), the only viable solution is data replication. Therefore, XWiki P2P exploits
data replication with the following advantages. First, replication improves XWiki data availability
by removing single points of failure since objects are accessible from multiple peers. Second,
it enhances XWiki P2P performance by reducing the communication overhead (objects can be
located closer to their access points) and increasing throughput (multiple peers serve the same
object simultaneously). Finally, replication improves the system scalability as it supports the
growth of the system with acceptable response times. Since XWiki is essentially a collaborative
application, optimistic replication is the best choice for XWiki P2P as it increases independent
updating of the data. However, with optimistic replication, updating different replicas of the same
data may cause replica divergence and conflicts, which should be reconciled.

Conflict Resolution

In client-server XWiki, users can share and update the same data using different sessions
on the server. Thus, there can be conflicting updates of the same data page. To provide data
consistency, XWiki implements a simple concept of conflict as follows. The owner of the page
always has priority over any other user. Thus, in case of conflict, only the owner’'s updates are
committed. If there is an update conflict between two users, none of them being the owner, then
only the changes made by the last user are saved e.g. If userl and user2 update a page. Userl
save page before user2 and user2 save page after userl then user2 updates will be save.
Client-server XWiki supports a page-level granularity for updating. This prevents multiple users to
update different parts of the same page at the same time. Furthermore, conflicts detected at the
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page level are solved by ignoring some changes, which could be integrated if a lower granularity
were used. Thus, it makes much senses to increase the level of update granularity to line-level, a
page being a sequence of lines. Conflict resolution must then be extended to deal with line-level
granularity.

Mobility

Support of mobility is another important requirement for XWiki P2P. The objective is to pro-
vide mobile XWiki users, using lightweight devices such as PDA or smart phone, the ability to
access XWiki data from other peers with possible disconnection and reconnection. This implies
support for conflict resolution while reconnecting the network.

User Friendly Interface

Client-server XWiki provides an intuitive user-friendly interface, which made simple by the
fact that the user understands the client-server abstraction and the server provides uniform ac-
cess to all data. In XWiki P2P, with the data distributed and replicated at different peers, the same
abstraction should be provided to users. In particular, the user interface should make it easy to
deal with different peers to access data.

3.2.4 APPA (Atlas Peer-to-Peer Architecture)

APPA has a layered service-based architecture. Besides the traditional advantages of using
services (encapsulation, reuse, portability, etc.), this enables APPA to be network-independent
so it can be implemented over different structured (e.g. DHT) and super-peer P2P networks. The
main reason for this choice is to be able to exploit rapid and continuing progress in P2P networks.
Another reason is that it is unlikely that a single P2P network design will be able to address
the specific requirements of many different applications. Obviously, different implementations
will yield different trade-offs between performance, fault-tolerance, scalability, quality of service,
etc. For instance, fault-tolerance can be higher in DHTs because no node is a single point
of failure. On the other hand, through index servers, super-peer networks enable more efficient
guery processing. Furthermore, different P2P networks could be combined in order to exploit their
relative advantages, e.g. DHT for key-based search and super-peer for more complex searching.
FigurdIfl shows the APPA architecture, which is composed of three layers of services: P2P
network services, basic services and advanced services.

P2P network services. This layer provides network independence with services that are
common to different P2P networks:

e Peerid assignment: assigns a unique id to a peer using a specific method, e.g. a combi-
nation of super-peer id and counter in a super-peer network.

e Peerlinking: links a peer to some other peers, e.g. by locating a zone in CAN.

e Key-based storage and retrieval (KSR): stores and retrieves a (key, object) pair in the
P2P network, e.g. through hashing over all peers in DHT networks or using super-peers
in super-peer networks. An important aspect of KSR is that it allows managing data using
object semantic. Object semantic means that an object stored in the P2P network consists
of a set of data attributes which can be accessed individually for read or write purposes.
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This approach is appropriate for optimizing object access performance since we do not
need to transfer the entire object through the network at each object access operation as
the existing P2P networks use to do.

e Key-based time stamping (KTS):

are used for ordering the events occurred in the P2P system.

generates monotonically increasing timestamps which

e Peer communication: enables peers to exchange messages (i.e. service calls).

Basic services. This layer provides elementary services for the advanced services using the P2P

network layer:

e Persistent data management

e Communication cost management:

(PDM): provides high availability for the (key, object) pairs
which are stored in the P2P network.

estimates the communication costs for accessing a

set of objects that are stored in the P2P network. These costs are computed based on
latencies and transfer rates, and they are refreshed according to the dynamic connections

and disconnections of nodes.

e Group management: allows peers to join an abstract group, become members of the group
and send and receive membership notifications. This is similar to group communication

systems [5, {4].

Advanced services. This layer provides advanced services for semantically rich data sharing
including schema management, replication [13, 14} [15], query processing [d, 2], security, etc.

using the basic services.

Application

v

APPA

Advaniced Services

Replication

Query Processing Security

Schema
Ivlandgement

3

Eane Services

Persistent Data
Management

Communication Cost
Management

Group Management

2P Nefwark Services

Key-based Storage
and Retrieval

Key-based Peer

Time 3tamping | | Linking | | Assignement |

Peer ID Peer

Comnmnication

H

Internet

Figure 16: APPA Architecture

3.2.5 Architecture of XWiki using Semantic Store API

The Semantic Store API is an application programming interface that makes it easy for a P2P
collaborative application to take advantage of data replication. By using this API, the application
invokes the Semantic Store services while abstracts the Semantic Store architecture. Thus, the
Semantic Store AP| works as a facade for the Semantic Store system, which receives service
invocations, and then dispatches such invocations internally. In our case we use APPA as our
Semantic Store. Figure [[7 presents the use of Semantic Store APl (APPA API) to integrate a
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Figure 17: APPA API

Peer to Peer XWiki with the Semantic Store (APPA). For making XWiki P2P , We use a Semantic
Store API (APPA API).The whole structure of XWiki will remain same except we will add three
additional components, Log File, Invocation of Semantic Store API(APPA API),Implementation of
IApplication Interface. Log File: The log file locally stores tentative update actions and constraints.
For instance, if the wiki documents are built in XML, tentative update actions are the insertion,
deletion, update, and move of XML elements. The Semantic Store API provide the following
operations:

e join() : it connects an instance of the P2P Wiki to the P2P network that supports the collab-
oration; this operation triggers a replica synchronization that applies on the local replicas
the global schedules produced while the peer was disconnected, if any exists. In addition,
the replica synchronization requests that the P2P Wiki publishes the local log.

e |eave(): it disconnects an instance of the P2P Wiki from the P2P network that supports
the collaboration; this operation triggers a replica synchronization that applies on the local
replicas the global schedules produced while the peer was connected, if any exists. In
addition, the replica synchronization requests that the P2P Wiki publishes the local log.

e Synchronize () : it performs replica synchronization on demand, which involves applying
available global schedules and publishing the local log.

e StoreActions (log) : it stores into the P2P network the update actions present in the local
log; this operation is part of the publication of local log that takes place at every connection,
disconnection, and synchronization on demand.

e StoreUserDefinedConstraints (cnt) : it stores into the P2P network the user-defined con-
straints present in the local log; this operation is part of the publication of local log that
takes place at every connection, disconnection, and synchronization on demand.

e Start Reconciliation () : this operation launches the reconciliation of update actions al-
ready published but not yet reconciled. If the reconciliation is successfully started, a new
global schedule sch is produced.

3.3 XWiki P2P Use Cases

In this section, we illustrate the use of XWiki P2P focusing on how the XWiki application commu-
nicates with APPA through the Semantic Store (SS) API. To show the use cases, we consider a
group of three users, each being an XWiki peer. These users need to share a document with the
following simple scenario. User 1 creates a document to be shared with users 2 and 3. After user
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1 has saved the document for the first time, the document is transparently replicated at users 2
and 3 using APPA. Then, users 2 and 3 can independently work on the document and update it
locally. All the local updates are captured through the SS API in the local action log at each peer.
Furthermore, the SS API allows the action logs to be published to other peers through APPA.
Upon reconciliation, the action logs are sent to a reconciler peer, which can be one of the user
peers or another peer chosen by APPA. The reconciler peer applies the reconciliation algorithm
to produce a global schedule (in a global log) which is then sent to the user peers. When receiv-
ing a global schedule through APPA, an XWiki peer applies the changes to the document and
saves it in its local database.

In this section, we give three use cases, which illustrate this scenario: creation of a replicated
document, parallel updating of the document, and reconciliation of parallel updates.

Creation of a Replicated Document

Consider userl wants to create a document D on his XWiki, and wants to save it in the P2P
network. He is the owner of the document D in his group. Figure [[8 shows a simple scenario for
replicating Document D in P2P network.

1. Userl creates a document D, to be replicated at peer2 and 3.

2. Userl updates D by adding one line L and saves D in the local database. A log file is
created and captured details about document D by using the Semantic Store APl. D =
LineL = Hello

3. Semantic Store APl makes easy for XWiki P2P application to take advantage of data repli-
cation. After D has been saved, the SS API is called by the XWiki client to replicate D on
peer 2 and peer3 using APPA replication service.

XWiki Peer 1
(1) Create Doc

¥

User1

XWiki
App.

(3) Replicate

APPA

| APPA

(3) Replicate

R W XWIki Peer 3 —-oom.o,

APPA

Xwiki ] >
App.

Figure 18: Creation of a replicated Document D

pseudo-code of Replicated Document
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Replicate Doc (PeerGoup , Docld)

| nput :

G Peer Goup;

Docld: Unique ldentifier for a document D
Begi n:

Doc= Get _Doc (Docld); /' Return Doc
For Each peer in G do {
Insert Data (Doc, p); // Store data in peer2 and peer3

}
End

Update of a Replicated Document

User 1 (the owner of D) and user 2 now work in parallel on D and perform updates. Figure
[13 shows the corresponding use case.

1. Userl updates D by writing on line L1 (L1= "Martin”) and saves the new state of D, D1, in
the local database. On Peerl, the log file Logl stores all update actions. i.e.

{ D1 = D+L1 }
Hel | o
Martin

2. User2 updates D by writing on line L2 (L2= "How are you?”) and saves the new state of D,
D2, in the local database. On Peer2, the log file Log2 stores all update actions. i.e.

{ D2 = D+L2 }
= Hello
How are you?
(1) Update Doc (D) --------— XWikiPeerl  --.-.---.- - i XWikiPeer2  -.-.-.-.-. = (2) Update Doc (D]
: XWiki : i XWiki :
? < iy App i i App: - /‘Q
et APL lenl appa | appa (e AP i teer?
i 7y ‘ 1 4 :
i Logl i : Log2 :
i v o i : v i
i DBMS i i DBMS | |
o H | : E T
After Update e XWIKLPEEr3 . o After Update
Doc (D1) i 1 Doc (D2)
APPA i
é ik API | DBMS .
H App. i
5 — |
og B
e,
i “ P
_______________________________________ ! Dac (D)

Figure 19: Update Document D
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pseudo-code of Update Document

Update_Doc (Actions, Doc)

[ nput :

Actions: Set of Actions (Insert, Delete, Update);
Doc: Documnent;

Qut put :

Logfile: Log file contains actions

Begi n:

//Local Update

Insert(Actions , Doc); // Update local docunent

I/ Generate Log

Log Listener (Actions):= Logfile;

/] called by XWki peer where there is change in Docunent in order
[l to store all tentative actions inlog file

Return (Logfile);

End;

Reconciliation

Peer3 is using as reconcile peer and apply the reconciliation service to log files and send
back the global log contains schedule to peerl and peer2. Figure shows that Peer3 sends
a request to peerl and peer2 for reconciliation. In response, peerl and peer2 send their local
log files to peer3. Peer3, the reconciler peer, applies the reconciliation algorithm after receiving
the log files from the other peers. Log reconciliation resolves conflicting updates and produces a
global schedule that, when applied to all replicas, will lead them to a common, consistent state.
After reconciliation document D become D3. i.e.

{ D3=D+D1+D2 }
= Hello
Martin
How are you?

Figure 211 shows that after reconciliation process, peer3 generates global log named log3 con-
tains global schedule, and send it to peerl and peer2.Peerl and peer2 apply the global schedule
to their local replicas using their Semantic store API after extracting information from global log
i.e. log3. Now the status of document becomes D3 on each peer i.e.

Hell o
Martin
How are you?

pseudo-code of Reconciliation Document

Reconci | i ati on_Doc (LogFile)

[ nput :

LogFile: Log file frompeer2 and peer3;
Qut put :

Gobal _log: Log file generate after reconciliation;
Attribute:

Peer Group [peerl, peer2,peer3]: set of peers;
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[, XWiki Peerl . _._._._._ __._._._. XWiki Peer2 _._._._._._
; i
XWiki i : XWiki

App ! ; App i
i ! i !
H Request ! i Request !
; t le—| ! i » : i
; AP ! i " API !
L APPA | i | APPA [, :
E Send Logl ' : Send Log2 :
i | Losi ! H Log2 i
: i i i
P ! H i
! i ; i

Request for Start

Send Logl Recenciliation

Send Log2

e Skt XWiki Peer3 = frmefimimimin
i [

APPA
Reconciliation Service B
i 24- -------- Reconcile Peer

XWiki API
App. [P

Log

Figure 20: Reconciliation

Begi n:
/I Reconcil e peer(peer3) send request to peerl and peer2 for publish their Iog.
Request Publish Log();
For peer in Peer Goup do {
/1 peerl and peer2 publish their log to peer3 through APPA system
Publish Log (Logfile);
}
If all the logfile received then {
Start Reconciliation():= global Log;
[l this operation |aunches the reconciliation of different |og publish by
Il peerl and peer2 and return global |og.
}
/1 Send new | og generate after reconciliation
For Each peer P in Peer Goup do {
sendd obal _Log (global Log, p); // send Gobal log to peerl and peer2

}
End

pseudo-code of Apply Global Log

Apply d obal Log (d obal Log)
[ nput :
d obal _Log;
Begi n:
\Wen APPA receive dobal Log fromreconcilie peer do {
//Semantic Store APl extract information from G obal Log
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SS APl _Extract Actions();
/'l Update | ocal database
SS APl _Appl ySch();

}

Grid4All-034567
26th June 2007

End
jmrmrmm XWiki Peerl .-.—.-.-.—. - pmmmemem XWiki Peer2 ..-.—.—.-. -
: XWiki i : Xwiki i
i App. ; i App. !
i APL [+ : L AP :
i APPA || i APPA :
After Reconciliation <___E__ Apply Sch. : : Apply Sch _%____» After Reconciliation
Log3 ' i ! | Log3
i | DBMS 5 DBMs | |
é DB : : DB !
P i b T
Send Log3 Send Log3 .
After Reconciliaion el _ XWiki Peer3 After Reconciliation
Doc (D3) ; ! Doc (D3)
! APPA !
D | e fes] AP epf DBMS i
; App. !
; [ i
: Log3 oB :
1 ‘.‘.\
: L .
e memimim e mimemm e m i m e m 4
v
After Reconciliation After Reconciliation
Log3 Doc (D3)
Figure 21: Reconciliation
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1. Introduction

Data management is an important research and development topic in Grids because data are fundamental
to all fields of society, science, business, and engineering. Data management in Grids deals with technical
challenges and solutions aimed at providing integration, access, analysis and management of data
distributed among multiple administrative domains. There are many data-intensive scientific applications that
require mechanisms to transfer, replicate, discover, share, collect and analyze large amount of data from
diverse geographically distributed data sources. A technical challenge for data-intensive business
applications is to integrate, replicate and access data from different databases as well as to maintain
database consistency in a large scale.

In general, data-oriented services in Grids can be divided in two major categories (1) data access and
analysis, e.g. data mining and statistical analysis; (2) data transfer. In either case, a typical Grid application
processes data from multiple heterogeneous data sources (e.g. databases, file systems) and sinks
distributed among multiple administrative domains. An important issue in data management is integration of
heterogeneous data resources in order to provide a unified data access and movement with a unified VO
security mechanism.

Different applications have different demands for data-oriented services depending on what kind of data a
particular application is processing and how the data are to be processed. Some applications require a
conventional POSIX API to access files; whereas other applications require high-level services with more
sophisticated API to perform analysis (e.g. data mining) of data stored in databases or XML files. The lower
level data access services, provided to application developers, resemble POSIX data access. The higher
level data-oriented services provide ability to query databases or XML files, to query RDF and RDFS data, to
manipulate data objects with specific semantics and a specific API, e.g. multilogs. The OGSA-DAI [] software
defines the state of the art for database access. As indicated in [GT4 white paper], many Grid-related
application-oriented EU projects are using OGSA-DAI in different Grid applications which are in focus of the
projects. However, many scientific applications (including legacy applications) are using files; therefore
several large-scale (global) file systems have been proposed and implemented within Grid projects, e.g. Grid
File Access Library (GFAL) offered and used in the LHC Computing Grid (LCG) as a part of the gLite Grid
middleware, which is currently used and developed within the EGEE project.

Considering database access and high-level services is out of the scope of this document that is focused on
Grid-wide distributed file systems, specifically, Virtual Organization file systems (VOFS), and use of P2P
technologies in file systems.

In Grid4All project, we consider ad-hoc Grids, which contain different type of resources, e.g. computers,
storage, networks, etc. These resources are voluntarily provided by users and organizations, e.g. schools
and SMEs, forming VOs. VOs might have short lifetime, they might overlap each other and can be highly
dynamic. This dynamicity applies to both resources and VO members. In highly dynamic VOs, members as
well as resources can join and leave very frequently. Users and resources might simultaneously participate
in multiple VOs.

The core services of the Grid infrastructure (such as execution management, monitoring and discovery, data
management, information services and security) should be deployed on the resources which are rather
stable and (highly) available. On the other hand, the infrastructure should be able to tolerate the churn and to
use the resources provided by ordinary users as well. The ad-hoc Grid infrastructure should also be able to
react on the VO evolution (changes in the number of resources and VO members), i.e. to scale and to adapt
quality of services to changes in the VO. In order to tolerate churn, the ad-hoc Grid infrastructure should
provide efficient replication of services, data and metadata as well as efficient mechanism for service hand-
over especially for critical services. Furthermore, this should be done automatically wherever possible, i.e. an
ad-hoc Grid should be self-managing. This can be achieve by providing a control interfaces and a control
logic on services (Grid components).
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File (data) transfer and replica management can be either components of the Grid file system or separate
services that compliment the file system with corresponding functionalities. Major requirements to a data
transfer service are high reliability and performance. One of the major requirements to a replica management
system is the ability to maintain consistency of mutable replicas.

VOFS should be able to aggregate different file systems including DFS (Distributed File Systems) to provide
data sharing between VOs. A DFS provides access to remotely located files to the clients in a distributed
system. DFS can be built on top of VBS (Virtual Block Store) which acts as a storage manager layer and
provides storage to other systems (like DFS) to store files. VOFS should also provide support for disconnect
operations which can be implemented using local caching and a reconciliation mechanism. VOFS should
support file replication for the sake of performance, robustness and availability. In order to obtain storage
resource for replicas and VOFS services such as Metadata servers (file catalogs), Mount services (for
persistency), VOFS will interact with a resource (VO) management system to be developed in Grid4All Work
Package 2.

In this document first we describe the state of the art in Grid file systems. We also study the state of the art in
data transfer and replica management in Grids, because those services and a VO file system are closely
related to each other. For example, a Grid file system can use file replication in order to achieve higher
performance and availability; whereas a replica management sub-system uses a file (data) transfer service
to move replicas and to maintain replica consistency. Then we specify requirements and design issues for
VOFS, and based on them describe a possible design of the Grid4All VOFS. In next section we focus on the
VO-awareness properties of VOFS and security issues, and we explain the mechanisms we plan to use.
Then we define a usage scenario to show how VOFS works in a simple but real situation. Finally we
describe the implementation details of a VOFS prototype.
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2. State of the art in Distributed and Grid File Systems

This section describes state of the art in distributed file systems (DFS thereafter), serverless/P2P DFSs, and
file systems developed specifically for Grid environments. We study requirements, features and solutions in
DFSs (architectures, protocols, caching, replication, consistency, and security mechanisms) that can
contribute to the VOFS design.

First, we give an overview of distributed file systems that assume the client-server model. DFS can operate
either within one administrative domain (e.g. NFS: Network File System) or across multiple administrative
domains using the same security mechanism (e.g. AFS: Andrew File System). Each administrative domain
has own users, user groups, security mechanism and administrators. Servers in DFS can be either
centralized (NFS) or distributed (AFS, Sprite, Frangipani). DFS can support replication of data over multiple
servers (Ficus, Coda) and aggressive caching supporting high availability, throughput, and/or disconnected
operation.

Next, we consider serverless/P2P-based files systems. Such DFSs do not distinguish between server and
client nodes, and have decentralized control and storage (xFS, Farsite). They aim at scalability, throughput,
and/or robustness and security. Besides such DFSs that provide, by definition, a POSIX-like interface for file
access, there are also P2P-base data storage systems that have different client requirements and interfaces
(such as support for versioning) but aim at the same properties of data storage (Pond/OceanStore,
LegionFS/AvakiFS). Some designs employ a P2P-overlay and/or DHT layer that is used for storing data and
directory blocks, as well as accessing peer nodes (Pond/OceanStore, Keso).

Finally, this chapter presents an overview of several file systems specially developed for Grids. While DFSs
design can serve as a starting point for Grid/VO-aware file systems, there are Grid/VO-specific issues like
compatibility with the VO life cycle model, security and trust, resource- and client- heterogeneity, and
necessary integration with the VO resource management.

2.1 Distributed File Systems

In this section, we consider a few most commonly used distributed file systems (DFS) that operate using the
same network file protocol with the same security mechanism. A DFS provides access to remote
(distributed) files via a local file system. A typical DFS has a client-server architecture that includes a set of
remote servers that provide access to remotely located files for clients accessing the files, and an access
protocol that is typically RPC-based. A DFS may also contain additional servers for authentication and
authorization like in AFS (Andrew File Systems). The server and the client can be in either in the kernel
space or user-level processes. Examples of ordinary DFS are NFS (Network File System), AFS (Andrew File
System), Windows DFS. Most of distributed file systems like those mentioned above, operate within one or
multiple (e.g. AFS) administrative domains but using the same security mechanism (e.g. Kerberos tickets).
For example, in AFS, each cell is a separate administrative domain with its own accounting system, i.e. own
users, users groups and administration.

2.1.1 NFS: (Sun) Network File System

NFS (Network File System)[26] was first introduced by Sun Microsystems in 1985. Since then, the NFS
protocol became the de facto standard network file protocol for Linux, Unix, SunOS, and Solaris operating
systems. Even though NFS is particularly common on UNIX-based systems, NFS implementations are
available on almost any platforms including Windows. However, only when used in a UNIX-based system,
NFS closely resembles the behaviour of a client’s local file system. The most commonly used version of the
NFS currently is NFSv3 and the latest NFSv4. The latter addresses some weaknesses in earlier NFS
versions such as ACL, security, and file system namespace, etc. However, NFSv4 is not used as extensively
as NFSv3.
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The NFS model is a remote file service that offers clients transparent access to remote file systems
managed by remote servers. Clients are actually unaware of the actual location of files, which is also known
as name transparency. A client can mount and access a remote file system exported by an NFS server
through the NFS mount point on the client’s local file system. The access is transparent to the client
application. Unlike many client server communications, NFS uses remote procedure calls (RPC) for
communications. The client connects to a known port on the server and then uses particulars of the protocol
to request specific action. NFS is a stateless protocol. This means that the file server stores no per-client
information, and there is no a notion of an NFS "connection" established between a client and a server. Both,
NFS client and NFS server, maintain caches of memory blocks for efficient file access. The server-side
cache is “write-through” using time stamps on file open; whereas the client-side cache is “write-back” with
delayed writes on file close and sync. The “write-through” caching policy at the server side is a consequence
of server statelessness, and it severely impacts the ‘write’ NFS performance. NFS supports open-close weak
consistency.

2.1.2 The Sprite Network Operating System

The Sprite network operating system [27] aimed at true network transparency for applications running on
workstations interconnected by a local-area network. The Sprite OS included an efficient distributed file
system that provided network transparency for applications.

A Sprite file system consists out of domains on different server machines that together represent a single
hierarchical directory structure shared by all workstations. The Sprite file system offers name transparency.
The Sprite file system utilizes all available workstation memory for caching at both the client and the server
sides, yielding far superior performance compared to e.g. NFS. Sprite uses a simple cache consistency
mechanism that guarantees that applications running on different workstations always observe the most up-
to-date version of data. The consistency mechanism optimizes the case when a file open for update is not
open at any other workstation. Locating a workstation responsible for a particular file is facilitated by so-
called prefix tables which map path prefixes corresponding to domains onto workstations currently
responsible for those domains. Prefix tables are updated automatically using a LAN broadcast, which greatly
simplifies management of a Sprite installation site while providing satisfactory performance. The statefullness
of the Sprite file system protocol actually provided a solution for application-transparent recovery after server
crashes [28]: clients cache and provide the necessary information to a server after its reboot. This achieves
the level of robustness provided by NFS but with far better performance, albeit at the expense of the protocol
complexity and certain memory requirements.

The Sprite file system paved the way for more efficient prototypes such as log-based striped distributed file
systems Zebra [36].

2.1.3 AFS: Andrew File System

The Andrew File System (AFS)[29] is a distributed networked file system developed by Carnegie Mellon
University as part of the Andrew Project and now funded by IBM within the OpenAFS project [13]. The main
AFS design principles are that (a) whenever possible, perform an operation on a client workstation thus
relieving servers, (b) cache data whenever possible, (c) minimize system wide knowledge, (d) trust the
fewest entities possible, and (e) batch operations whenever possible.

AFS distinguish local and shared files. The latter are stored on AFS servers and cached on the client’s disk.
Shared files are named in the AFS uses global name space with the root directory called /afs that is (can be)
mount to a local file system to the /afs mount point. The AFS file system is formed of a collection of basic
administrative units called cells. In the AFS directory structure, cells are located under /afs. A cell, e.g.
“it.kth.se”, constitutes a separate administrative domain of authority; it has its own list of users, groups, and
system administrators. Each cell is made up of volumes. A volume is a named collection of files and
directories that are grouped together as a data unit (e.g. a user’'s home directory) that can be moved from
one server to another, backed up, replicated or destroyed..Volumes are assigned volume quotas in K-byte
blocks.
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Like many other distributed file systems, AFS uses client-side caching in order to reduce network traffic
when accessing remote files. A special client cache manager is used to maintain a file cache on the client’s
computer. The cache manager is invoked by the local operating system when the latter misses in the file
cache or the cached copy needs to be written back to the AFS server on file close. On open, the AFS server
issues a “callback” promise to notify the client if the file is updated. On close, the cache manager sends the
file to the server, which, in its turn, invalidates callback promises on copies (if any). The callback mechanism,
thus, requires the AFS server to maintain information on clients holding cached copies of the file. AFS also
has provides replication by using a single read/write copy backed by one or more read-only duplicates. This
paradigm also permits users to read data from a duplicate copy, while reserving the read/write master for
operations requiring write access which improves availability. AFS clients are also provided with an
automatic fail-over capability, allowing them to detect the loss of a server and connect to another machine
with no user intervention required. Like NFS, the AFS file system supports a weak consistency model with
the open-to-close (download-to-upload) semantics.

The security mechanism (authentication and authorization) in AFS is based on and Kerberos and ACLs
(Access Control Lists) set on the directory level. An ACL can contain up to 20 users and/or group entries with
specified granted rights, e.g. read, write, delete, etc. AFS assumes integrity of servers while client
workstations are considered untrustworthy.

2.1.4 The Coda File System

The Coda file system[29][30] is a descendant of AFS. Coda strives for high data availability, allowing users
to work with data even when some or even all file servers are temporarily not accessible. Coda retains AFS’
caching schema with server callbacks for maintaining cache coherence, dynamic discovery of file locations
and caching of that information, and using token-based authentication and end-to-end encryption as the
basis for file system security. Coda relies on two mechanisms to achieve its failure resilience goal: server
replication and disconnected operation mode. Update conflicts between different servers are resolved as
soon as possible. In normal operation, when all servers are available, Coda clients read data from a singe
server, check data status from all servers, and update all servers. Disconnected operation relies on
aggressive caching of data. During disconnected operation, Coda client software acts as a server replica,
and latter on is converted back to cache management function. Coda attempts automatic conflict resolution
on the directory structure, and relies on manual conflict resolution on files. The latter is assisted by certain
CODA tools that make conflicting versions of data to be easily accessible to the user who attempts to resolve
conflicts.

2.1.5 The Ficus Replicated File System

The Ficus replicated file system[32] design provides for highly-available file storage built from “off-the-shelf”
native file systems available on Unix platforms, and NFS used to access remote native file systems. Ficus
allows operation under the network partitioning, though it requires manual replica reconciliation should
conflicting updates emerge. Conflicting updates to directories are repaired automatically.

Ficus has a layered architecture, each layer using the vNode interface. The vNode interface is used within
most flavours of Unix (including Linux) for managing file systems, abstracting file system-specific details from
the rest of the operating system. In the Ficus architecture, there is a “Ficus Physical’ layer between the
native file system layer and NFS, and a “Ficus Logical” layer between NFS and the OS system calls
available to file system clients. The logical layer manages the file hame space and file replicas, while the
physical layer implements file replicas.

A Ficus file system consists out of volumes that are grafted (mounted) together. A volume is a collection of
files that are managed together. A mount point is represented by a special entry that contains the volume
identifier and a list of volume replicas. Such entries are used during path translation to cross the boundaries
between volumes. Replication and consistency of such entries is managed using the standard Ficus
mechanisms for data replication.
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2.1.6 Frangipani : A Scalable Distributed File System

The Frangipani DFS[31] aims at scalability, high availability and minimal administration by humans. The
Frangipani design attempts to address these challenges by utilizing a two-layer structure, where the lower
layer is a distributed storage service providing a single shared virtual disk with aforementioned properties
and the upper layer is a file system that runs on top of the virtual disk storage. Upper layer servers do not
communicate with each other, but only with the lower layer virtual disk storage (and the lock server).
Frangipani assumes a cluster-like environment which has common administration and where communication
is secure. More disk space can be added to a Frangipani DFS through the lower level, without affecting
configuration of any of the existing Frangipani servers. Also, it is possible to take a backup of a file system
while it is being used.

Frangipani’s file system layout is reminiscent to original Unix file systems like Sun’s UFS. Such a simple
layout is allowed by the sparse storage provided by the virtual disc layer. Crash recovery is facilitated by the
write-ahead redo log of metadata (user data is not logged). A fine-grained locking schema facilitates
scalability of the file system.

2.2 Serverless/Peer-to-Peer File Systems

P2P is decentralized networking paradigm in which peers communicate and work collaboratively to share
resources, provide and consume services.

The convergence of peer-to-peer (P2P) and Grid systems has been recognized as a natural evolution to
bridge the gap between the two, merging their respective strengths and resolving their respective
weaknesses. Both P2P and Grid systems are build to share resources and to provide access to shared
resource. However, in contrast to Grids, a typical P2P system has low guarantees and low trust.

Traditionally, P2P techniques are used for building file sharing systems such as Gnutella, Kazaa, Freenet as
well as content delivery networks (CDN) such as Akamai. A P2P file sharing system is formed of peers
making their files available for each other to download. There exist a large number of file sharing systems
and CDNs.

There exist three types of P2P systems: unstructured system with random topologies, structured system with
regular topologies (e.g. exponential P2P networks) and hybrid. In addition to traditional overlay network
functionality, structured P2P systems such as Chord, Pastry, Tapestry, CAN, Tulip, and DKS, provide the
DHT (Distributed Hash Table) functionality. DHT allows storing and retrieving different kind of data objects
identified by keys. In a Grid system, DHT can used for a decentralized lookup (index) service, for example, to
keep track of Grid resources and services, to store and retrieve RDF triples of semantic information, and, in
particular, to store and retrieve files or file blocks.

A number of recent P2P file systems [CFS, Ivy, Pastis, Keso, MyriadStore] have been designed by providing
distributed file system functionalities on top of DHTs (Distributed Hash Tables) offered by the structured P2P
overlay. A global P2P DFS is built over the set of local file storage systems of individual peers. Like in
ordinary file system, inodes and contents of files and directories are stored in fixed-size blocks which are put
into the underlying DHT using public keys and content hashes as block identifiers. Inheriting the self-
organizing properties of the overlay, these file systems are resilient, robust, and scalable.

2.2.1 xFS — A Serverless Network File System

The xFS[35] prototype demonstrated the feasibility of the “serverless network file system” approach. In xFS,
every node can act as both client and a server, and any server node can store, control and cache any block
of data, giving good availability. This approaches uses the location-independence principle, which, combined
with caching and fast local area networks, gives better performance and scalability than traditional file
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systems. Designs like xFS became timely because of (a) massive introduction of high-performance switched
local area networks, and (b) new applications such as multimedia, process migration and parallel processing
put higher requirements on file systems than can be handled cost-efficiently using client-server approaches.

xFS distributes control and storage evenly over all participating server nodes, it implements a software RAID
using log-based network striping similar to Zebra[36], and it uses cooperative caching taking advantage of
available memory and network bandwidth. The primary limitation of the approach is that it assumes trust
between OS kernels running xFS server nodes. Also, there can be scalability problems in large-scale
environments as xFS server nodes share certain globally replicated data structures.

The xFS’s philosophy is to allow to store any information, both data and all kinds of metadata, anywhere.
xFS maps file names to file indices, which, in turn, are mapped to disk log addresses of file’s metadata
(location of data blocks in the file). Log segments are partitioned among subsets of server nodes. Ultimately,
a server node can retrieve any log block in the system. Additionally, xFS performs aggressive caching, and
xFS server nodes prefer to request a data block from a peer server node than from a disk. xFS also features
support for distributed cleaning of logs and crash recovery.

2.2.2 CFS: Cooperative File System

CFS [1] is a decentralized read-only DFS based upon the Chord P2P system and the DHash distributed
block storage that is a DHT layer on top of Chord. DHash provides the block storage, caching and replication
using Chord as a routing infrastructure. Files and directories are stored and retrieved as blocks in the DHT
using cryptographic hashes of block contents as keys. CFS allows storing multiple file trees in the same DHT
with one publisher (owner) per a tree. Each tree is immutable. In CFS, a publisher (an owner) of a tree stores
all the data in content hash blocks using content hashes as identifiers; then she creates the root-block, signs
it using her private key and stores it in to DHT using her public key as the block identifier. To improve the
system performance, CFS uses virtual servers for load balancing.

2.2.3 IVY: A Read/Write P2P File System

Ivy is a read/write P2P FS that provides NFS-like semantics if the underlying P2P network is fully populated.
The vy file system was developed by the same group that developed CFS and Chord, and, like CFS, lvy is
based upon Chord and the DHash distributed block storage. vy supports the open-to-close consistency and
uses logs to support concurrent writes. It is intended for a small group of participants, in which each of the
participants keeps her log. The log is split into blocks stored in DHT. The log-head is identified by an owner’s
private key and is signed by the corresponding private key. The reminder of the log entries are content hash
blocks. Ivy uses views and snapshots to maintain consistency of multiple logs. A view is a set of logs that a
number of participants have agreed to trust. The view comprises the file system. It has a view-block that
contains all the log heads of trusted participants. Each node pf the system keeps private snapshot with the
current state of the FS. This allows to avoid traversing the all snapshots. Snapshots are stored in DHash
using content hashing. A snapshot is updated with log entries newer than the last snapshot.

2.2.4 PASTIS

Pastis [49] is a read-write file system that can scale to large numbers of nodes and users. It uses a modified
version of the Past DHT based on Pastry [50] to store file system data. Pastis stores its data in data
structures similar to the UNIX file system (UFS). The metadata of a file, similar to a UFS inode, is stored in
mutable blocks which we call User Certificate Blocks (UCBs). In order to guarantee data authenticity, each
UCB is digitally signed by the writer before it is inserted into the DHT. File and directory contents are stored
in fixed-size immutable blocks called Content-Hash Blocks (CHBs). The key of a CHB is obtained from the
hash of its contents, which makes the block self-certifying. The keys of a file's CHBs are stored in the file's
inode block pointer table.
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Pastis uses close-to-open and a variant of read-your-write consistency models. The close-to-open model is
implemented by retrieving the latest inode from network when the file is opened and keeping a cached copy
until the file is closed. Any following read requests are satisfied using the cached inode. New CHBs are also
buffered locally instead of being inserted immediately into the DHT. Finally, when the file is closed all cached
data are flushed to the network and removed from the local buffer. Since the immutable data blocks (CHBs)
that store the contents of each different version of a given file (a new version appears each time the file is
closed) are never removed from the network, a complex garbage collection mechanism would have to be
employed to safely remove unused immutable block from the DHT. The read-your-writes model guarantees
that when an application opens a file, the version of the file that it reads is not older than the version it
previously wrote. Once the file is opened, file updates are performed as in the close-to-open model.

Pastis ensures write access control and data integrity through the use of standard cryptographic techniques
and ACL certificates. Pastis does not currently provide read access control, but users may encrypt files’
contents to ensure data confidentiality if needed.

2.2.5 KESO

KESO is a read/write file system built on top of the DKS P2P middleware. KESO supports file replication,
versioning, access control using PKI, data privacy using encryption. The main goal of Keso is to use of spare
resources and to avoid storing unnecessarily redundant data. It is a versioning file system, which means that
old versions of files are kept in the file system after then have been changed. It provides a reliable file
system on top of untrusted components. Security assumptions are based on minimizing trust, trust users and
not computers, and finally correctness of the received data should be verifiable.

Keso splits files into same size blocks and encrypt them when it wants to save a file. These datablocks are
then referenced from an inode. An inode consists of a blocklist of the datablocks of the file and the related
metadata to the file. The inode also contains the keys needed for decryption of the datablocks.

The metadata contains data about the file itself, such as the time this version of the file was created, the list
of permissions to use when users tries to access the file and who created it.

Directories provide a mapping between names and inodes. A directory contains a set of metadata, a
directory lookup table and a signature. The directory lookup table is a list of entries which each contains a
name and a list of file change entries. Subdirectories are treated in the same way as files. Each entry
consists of an operation, the inode this operation relates to, and the user which has performed the operation.
Operation can be one of either Create or Delete, where Create means that a new file version has been
created and Delete means that the file has been deleted.

2.2.6 Farsite

Farsite[2], developed at Microsoft Research, Redmond, is a P2P (serverless) DFS that aims at harnessing
available resources in large sets of insecure and unreliable machines in order to provide reliable and secure
file systems. Farsite mimics the semantics of NTFS, the native FS of Windows NT.

In Farsite, a number of hosts dynamically form a directory group to manage a virtual namespace root. The
hosts are responsible for metadata of that part of the FS. The directory group of hosts provides a group
service on the metadata and maintains consistency of metadata using a variation of the Byzantine
agreement protocol. Each file is replicated on a number of hosts (not necessarily those of the directory
group) in order to distribute system load. File data is opaque to the file system; Farsite uses encryption and
one way hashing provide for privacy and data integrity. A directory entry for a file contains a cryptographic
hash of the file contents and a list of hosts where the file is stored. A client can retrieve the file data from any
of the hosts and use the hash to verify the contents. The file content can be also encrypted such that only
authorized users can read it. Since clients can verify data integrity, hosts keeping file data do not have to
form groups running a Byzantine agreement protocol, which reduces the number of hosts needed to store

Grid4All Public D 3.1 — Chapter Ill - Page 15



Chapter Ill -- Requirements, design and implementation plan of data facilities Grid4All-034567
20/06/2007

file data, as well as improves performance. Furthermore, file data integrity/privacy implementation allows
incremental updates of file content without recomputing hashes resp. encrypting entire files after a
modification. File directories are also encrypted so that hosts forming directory groups cannot read file
names. The security mechanism in Farsite is based on public key cryptography, a certification a and ACLs.

Client’s updates to a directory group’s metadata are logged (similar to e.g. Coda) and propagated to the
directory group periodically or when the client’s lease expires or is revoken/updated. The Farsite’s lease
mechanism allows to control consistency of files under concurrent access. There are four classes of leases:
content leases (that govern access to files), name leases (that govern access to directory structure), mode
leases (that specify what a client is allowed to do with a data object) and access leases (that specify what
other clients are allowed to do with the file concurrently with the client that obtained a given access lease).

2.2.7 OceanStore and its Pond Prototype

OceanStore [37][38] is an “.. internet-scale, persistent data store designed for incremental scalability, secure
sharing, and long-term durability’[37]. The OceanStore architecture is two-layered: the upper layer
comprises a set of tightly-knit set of powerful hosts that serialize changes and archive results. The lower
layer encompasses hosts which provide storage for the system. The unit of storage in OceanStore is a data
object. OceanStore does not explicitly deal with directory structures, and does not provide a POSIX-like
interface. OceanStore provides for name transparency, well-defined data privacy, integrity and consistency
models, OceanStore assumes that (a) the infrastructure is untrusted except in aggregate, and (b) the
infrastructure is volatile.

Every OceanStore data object is represented by a sequence of read-only versions each of which is a B-tree
of [read-only] blocks. Blocks are identified by secure hashes of their content. The same block can appear in
multiple versions of the same data object (or different objects). An update is a set of actions each protected
by a predicate. This flexible schema was inspired by the Bayou architecture which is “.. a platform of
replicated, highly-available, variable-consistency, mobile databases on which to build collaborative
applications”[39][40]. OceanStore resources, in particular data blocks, have globally unique identifiers and
are stored in the Tapestry overlay network[41]. Each data object has a primary replica which manages
consistency of object updates. Primary replicas are implemented as a set of hosts called the inner ring that
run a computationally efficient version of the Byzantine agreement protocol. Archival storage of data object
blocks is performed using the erasure coding scheme[42] that allows to reconstruct a data block from an
arbitrary subset of certain minimal size of fragments into which the data block has been encoded. Since re-
computing a data block from its erasure codes is expensive, OceanStore employs aggressive caching of
data blocks.

2.3 Grid File Systems

Several Grid (global) file systems have been proposed and implemented that allow to provide their clients a
global file system abstraction with logical file names, symbolic links, and POSIX-like APIls. Such file systems
allow to support existing clients and legacy applications in Grids without major modifications, as well as
developing new Grid applications using convenient file APls familiar to users.

In this section we present several Grid (global) file systems, such as the gLite LCG File Catalogues and the
Grid File Access Library (GFAL), AlIEnFS, which define the state of the art in Grid file systems.

The major difference between an ordinary distributed file system and a Grid file system and is the former
provides access to remotely located files using one protocol and one security mechanism (authentication,
authorization and accounting), whereas the latter allows aggregating heterogeneous native file systems from
multiple administrative domains in a global file system in which files are accessed and transferred using
different standard and custom protocols such as NFS, HTTP, FTP, etc and POSIX-like APIs.
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There are many similarities in designs and implementation approaches in different proposed Grid file
systems. Most (if not all) of the proposed Grid file systems provide a global hierarchical name space in which
files are identified by their Logical Files Names (LFNs). Typically, each VO has its own name space.
Mappings of logical file names to physical names (including local information and access/transfer protocols)
are typically stored in file catalogues, which, typically, use backend databases. Typically, file catalogs also
maintain information on replicas, unless there is a separate replica location service or a replica catalog.

A grid file system can be mounted to local file systems of clients in order to allow applications to seamlessly
access the grid file systems. A typical architecture of a Grid file system is client-server with P2P-like
interactions between servers. Like in an ordinary homogeneous distributed file system, a Grid file system
uses caching of files or parts of files on client sites in order to reduce network traffic and to achieve high-
performance file access. Most of existing Grid file systems use replication to improve performance and
robustness.

Most of file systems use loopback adapters or user-space file system solutions, e.g. LUFS (Linux Userland
File System) [11] and FUSE (Filesystem in Userspace) [12] in order to avoid modification of local operating
systems of participating computers. Such solutions allows to provide a plug-and-play mechanism to
aggregate file systems of different types with different protocols as well as to provide VO-level security
mechanism in the Grid file system without the need to modify the operating system.

2.3.1 The gLite File System: LCG File Catalogues

[3][4] The gLite Grid middleware used in the LHC Computing Grid (LCG) of the EGEE project, includes the
following three main service groups that relate to data and file access:

e Storage Element (SE) that provides uniform access and services to large storage spaces. Each site
includes at least one SE.

e (Catalog services that, in particular, include LCG File catalogs (LFC). LFC is a file catalog service that
keeps track of the location of copies (replicas) of files and relevant metadata (e.g. checksums and file
sizes). It uses either Oracle or mySQL as a backend databases.

e Data movement services that allow for efficient managed data transfers between SEs.

All the data management services act on single files or collections of files. In overall, the EGEE data services
present to clients a global file system abstraction with logical file names, symbolic links and a POSIX-like
API. A client can browse and navigate this virtual file system by listing files, changing directories, etc. The
files can be accessed via the Storage Element (SE) responsible for the files. The access to the files is
controlled by Access Control Lists (ACL).

glLite provide several naming schemas to identify files and their replicas. Different file identifiers mentioned
below are used by different data management services and client applications to access, to keep track of the
files or/and to move files.

In gLite, a file can be identified by a human readable mutable Logical File Name (LFN) in a global
hierarchical name space; and by immutable Global Unique Identifier (GUID). The Grid data management
maintains logical-to-physical file name mappings in a scalable manner. A client application uses LFNs in a
global hierarchical LFN namespace like in an ordinary file system, e.g. UNIX. Each Virtual Organisation can
have its own namespace. In contrast to LFNs, which are mutable (files can be renamed by the user), GUIDs
are immutable. The logical namespace also provides the concept of symbolic links that point to LFNs.

A replica (an instance) of the file can be identified by its logical Site URL (SURL) with the srm (Storage
Resource Manager) protocol; and by a Storage URL (StURL) that is the actual file name inside the storage
system. The SURL consists of two parts: the SRM end point and the LFN. An instance of the file (a replica)
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can be also identified by its Transport URL (TURL) that specifies a standard transport protocol, e.g. HTTP or
FTP, used to transfer the file and the file location (host and port).

gLite Storage: glLite provides several storage systems which are available to users via a unified SRM
(Storage Resource Manager) interface. In addition on the SRM interface, the storage systems provide APIs
for POSIX-like file access and file transfer.

Grid File Access Library (GFAL): To hide differences in POSIX-like APIs of the different storage systems,
the gLite Grid middleware provides a Grid File Access Library (GFAL), which is a C POSIX-like API that
includes functions such as gfal_open, gfal_read, etc. GFAL provides interface to different existing SRM
implementations for file access and to gridFTP for file transfer.

LCG File Catalogues (LF): Mapping of LFNs or GUIDs to SURLs is stored in the LCG File Catalogs (LFC).
A LFC uses either Oracle or MySQL as a backend database, and is integrated with GFAL mentioned above.
The LFC exposes methods to its clients through the GFAL interface that, in turn, interacts with the SRM
implementations (for file access) and gridFTP (for file transfer). The LFC client has a POSIX-like command
line interface with commands such as lfc-chmod, Ifc-Is, Ifc-rm, etc.

2.3.2 The AlIEnFS File System

AliEnFS [5] is a Linux File System for the AliEn (ALICE Environment [20]) Grid services. AlIEnFS integrates
the AliEn virtual file catalogue into the Linux kernel via the Linux Userland File System (LUFS) [11] . The
AliEn file catalogue allows transparent access to distributed data sets using various file transfer protocols.
Thus, AIIEnFS makes the file catalogue available for the Grid users and applications under the Linux
operating system as a new file system.

Like in the gLite file system framework described in the previous section, files in the AlIEnFS are identified by
their logical file names (LFNs), which are mapped to corresponding physical file names (including access
protocols) in the AliEn virtual file catalogue. Directories and subdirectories are connected like inodes in an
ordinary file system. As reported in [5], the AliEn file catalog uses MySQL DBMS as a backend database.
Virtual directories are represented as tables in the database where subdirectories are linked to directories via
sub-tables entries. While an LFN is mapped to a single “master” PFN, locations of replicas (if any) of the file
are stored in a dedicated table that contains mapping of LNFs to replica locations. An additional table keeps
file metadata, i.e. mapping of LFNs to file attributes such as size, owner, group, and file access permissions.

As already mentioned, implementation of the AliEn virtual file system under Linux is based on LUFS (Linux
Userland File System) that has a modular file system plug-in architecture. LUFS includes a generic LUFS
VFS (Virtual File System) kernel module, which can communicate with various user-space file system
modules. The kernel module redirects VFS calls via UNIX domain sockets to a LUFS-daemon in the user-
space, which, in its turn, loads according to the mount parameters, the requested file system module, e.g.
the alienfs module for the AliEn file system. Implementation details of the AliEn file system, and also a more
general gridfs module that allows to pug-and-play different grid file systems, can be found in [5].

The AliEn file system offers POSIX-like APl in C++ for applications and users. To access the AliEn file
system, each individual user has to mount it to its local file system. User authentication (actually
authentication of the user-level thread) is performed only once during the mount operation. Authentication of
users in the AliEn file system is based on certificates.

In AliEn FS, a file is a write-once entity, i.e. applications are assumed to write to a new file instead of
updating an existing file.

An access operation to a file starts with the LNF resolution using a dedicated AliEn service that operates with
the AliEn file catalogues. The lookup service determines all locations of the requested file given its LFN and

Grid4All Public D 3.1 — Chapter Ill - Page 18



Chapter Ill -- Requirements, design and implementation plan of data facilities Grid4All-034567
20/06/2007

selects the “best” (e.g. closest) location of a file replica. On the open operation, the alienfs client connects to
remote server and possibly downloads the entire (or a part of) file to its cache. On the open operation the
user permissions are checked on the client and the server sites. The open operation is followed by either
read or write, and then by close. In the case of the write operation, on close the entire file, or a part of i, is
transferred to the remote server; and a new LFN-PFN mapping is inserted into the file catalogue. The
authorization in AliEn is based on ACLs.

As described in [5], a new architecture, called Crosslink-Cache Architecture, for the file transport layer of the
AliEn file system as been developed. With this architecture of the transport layer, all file accesses are routed
through distributed cache site-servers to use the server caches in order to improve the performance,
availability and scalability of the file system. Authors claim that with this architecture, for each file access, a
Grid service will provide information about most “efficient” file access route. In particular, this service can
allow automatic file replication by routing write operations through caches. Use of the distributed server
caches also enables load balancing. For the time of publication of [5], the work on the -Cache Architecture
was in progress.

2.3.3 The PUNCH Virtual File System

The PUNCH virtual file system is a proxy-based virtual file system for computational grids. The PUNCH VFS
allows transferring data on demand between storage and compute servers. It is based on the standard NFS
server and client protocols, plus software proxies that act as brokers. It has several main features like user
transparency and on-demand data transfer. It also does not require modification of the application and it
relies on native file systems.

PUNCH also introduces the concept of logical user accounts. The motivation is that data and applications
are usually tied to local administrative domains therefore users need real accounts on every single machine
which they want to have access to the resources. So, automatic resource management and allocation will be
complex because of management of user accounts and access rights.

Another problem is that each local administrative domain might add, remove or modify user accounts and
access rights that affect other domains in the Grid, therefore these changes must be propagated in a proper
time. Local domains also use policies to control access to their resources. These policies might be dynamic
and depend on some real time events. It is difficult to manage these policies with permanent user accounts
that have direct access to the resource.

Finally, local file systems like NFS assume that users have unique local Ids, which might cause scalability
problem in the Grid.

To address the above problems, PUNCH uses an abstract layer between the physical layer (local resources)
and the Grid. This layer includes two major components: Logical user accounts and a virtual file system.

A logical user account consists of two parts: Shadow account and File account. Shadow accounts consist of
user ids on compute servers (uids in Unix) that assign to the user dynamically when needed. Shadow
accounts will be reclaimed by the system when the user session is completed. File accounts are used to
store user’s files. Users access the files through virtual file system. Different user files can be multiplexed
into one file account that contains sub directories for each user. One of the main tasks of the virtual file
system is to map shadow account to file account for each user.

PUNCH performs authentication using extra proxy called intra-proxy between user level and privileged
proxy. These proxies are transparent to NFS and are parts of GRID middleware. The inter proxy controls the
transactions between the user proxy and the privileged proxy. This process ensures that privileged proxies
response only to requests from authorized user proxies.
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2.3.4 Grid Datafarm (Gfarm) File System

The Gfarm file system [21][22][23] developed within the Grid Datafarm project is a world-wide-range virtual
file system that provides transparent access to dispersed file data in a Grid accessed by different network file
and file transfer protocols. The file system is based on mapping from virtual directory tree to physical files.
The Gfarm supports file replication for load balancing and fault tolerance. The Gridfarm file system available
at [21] can be referred as one of the reference implementations of the OGF (Open Grid Forum) Grid file
system proposed and considered in the OGF Grid File System Working Group [24], [25].

The Gfarm FS provides global virtual name space rooted at /gfarm. The file system is based on two major
components: Gfarm filesystem nodes and Gfarm metadata servers. Each Gfarm filesystem node serves as
both 1/0 node and a compute node with a large local disk(s). Each node executes the Gfarm File System
Daemon (gfsd) that processes remote file operations with access control as well as performs user
authentication, file replication, fast invocation, node resource status monitoring, and control.

Like in the AliEn FS [5], a Gfarm file is a write-once entity, i.e. applications are assumed to write to a new file
instead of updating an existing file. Gfarm files are divided into fragments which are distributed across the
disks of the Gfarm File System; this allows parallel access to the files. A file fragment has an arbitrary length
and can be stored on any node, transferred and replicated in parallel (independently). Gfarm files can be
replicated (on the fragment level) for backup and load balancing. The Gfarm FS Metadata servers keep track
of file replicas. Gfarm file replicas can be transparently accessed by a Gfarm URL as long as at least one
replica is available for each fragment of the target file. If there is no replica, Gfarm files are dynamically
recovered by re-computation using access history stored in the Gfarm Metadata Database.

Clients access Gfarm files via the Gfarm parallel /O API that provides a local file view in which each
processor (client) operates on its own file fragment of the Gfarm file. The local file views are also used for
newly created Gfarm files.

The Gfar FS metadata are stored in the Gfarm Metadata Database. The database contains different
information including mappings from Gfarm logical filenames (LFNs) to physically distributed fragment
filenames, a replica catalog, platform information such as the OS and CPU architecture, file status
information (e.g. file size, protection, modification time, etc.) and file checksums. It also keeps access history
that is used to re-compute the data when a node or a disk fails and to indicate how the data was generated.

2.3.5 Legion and Avaki

Avaki[43] is a commercial Grid solution that claims to address the issues of security, providing a global
name space, fault tolerance, accommodating heterogeneity, scalability, persistence, extensibility, site
autonomy and complexity management. Avaki’s core design principles are providing a single system view,
providing transparency as a means of hiding detail, providing flexible semantics, providing reasonable
defaults, reducing “activation energy”, do not require changing host OSs and network interfaces, and do not
require to run Grid in the privileged mode. Avaki includes a so-called “Avaki Data Grid”[45] which is based
on the LegionFS file system[44] developed earlier during the Legion project. The LegionFS offers location-
independent naming, security with ACLs, scalability, extensibility and adaptability. LegionFS (and Legion
itself) is “.. an object-based system comprised of idependent, logically address space-disjoint, active objects
that communicate via remote procedure calls (RPCs)’[44]. LegionFS provides abstractions encapsulating
files in Unix file system. The Avaki data grid provides a service that allows remote clients to access the data
grid using the NFS protocol, and, thus, existing NFS clients.

2.4 File Transfer

File transfer is an important service of data management in Grids that is used by many other Grid services
and components such as replica management, a Grid file system (storage), resource allocation and
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scheduling, job management. File transfer allows moving files to the location where the files are accessed
and processed. GridFTP, shortly described below, defines the state of the art for file transfer in Grids.

2.4.1 GridFTP

Defined by the Open Grid Forum, GridFTP is a data transfer protocol that extends the standard FTP
protocol, which is the most commonly used protocol for data transfer on the Internet. GridFTP provides
secure and high performance data movement in grid systems.

There are several implementations of the GridFTP protocol but the most commonly used one has been
provided by the Globus Toolkit (GT). GT GridFTP defines the state of the art for file transfer in Grids. This
protocol has several features like support for Grid Security Infrastructure (GSI), third-party control and data
transfer (initiated by site A, a file transfer between sites B and C), parallel data transfer using multiple TCP
streams, Striped data transfer using multiple servers, Partial file transfer and support for reliable and re-
startable data transfer (automatic restarting after a network failure) and automatic negotiation of TCP
buffer/window sizes. It also supports the following URL prefixes (schemas): file://; ftp://; gsiftp://; http://;
https://.

A URL, specified as an argument in the file transfer operation, is used to identify the target file (or directory)
on the destination server. For example, the URL that points to the file /home/user/grid4all/doc.txt on the
“server s1.kth.se” is gsiftp://s1.kth.se/home/user/grid4all/doc.txt

GridFTP operates under a client-server model, where the server runs at a remote site. One improvement to
the regular FTP protocol that uses two TCP connections between the client and the server (one for control
messages, and another for actual data transfer) is that GridFTP introduces the possibility of multiple data
connections that improves efficiency of data transfer. GridFTP is used mainly for transferring data between
applications, but its additional commands (for example list files and make directories) allow GridFTP servers
to be used as secure data repositories.

Like the regular FTP protocol, GridFTP is a session protocol. The host which provides the service must listen
on a known port and wait for clients to send a request. Therefore a daemon must be running and listening for
incoming connections. This daemon creates and starts a GridFTP server process when a new connection is
received. After connection is established, the connected client can send commands to the GridFTP server.
The following components are involved in transfer:

e  Security component: This component provides authentication and encryption over control channel.

e Setup component: This component specifies some information about the transfer which can be set/get
by the client, such as the type of the file (Binary or ASCII), the MODE of the transfer, the size of a file
before transferring it, etc.

e Data channel: This component provides information and negotiation for the data channel. The transfer
can be done using store (STOR), retrieve (RETR), extended store (ESTO) or extended retrieve (ERET).

Globus provides two libraries to access the protocol:

e The Globus FTP control library: It provides low-level services needed to implement FTP client and
servers. The API provided by this library is protocol specific.

e The Globus FTP client library: It provides a convenient way of accessing files on remote FTP servers.

GridFTP security is based on X.509 certificates and proxies. GridFTP can work with both full and limited
proxies. In order to access a particular file on the server, the client should be mapped to a server side
account and this account should have enough privileges to access the file.
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There are different modes for authentication in GridFTP:

¢ No authentication (N): No authentication handshake will be done upon data connection establishment.

e Self authentication (S): A security-protocol specific authentication will be used on the data channel.
The identity of the remote data connection will be the same as the identity of the user which
authenticated to the control connection.

e Subject-name authentication (S): A security-protocol specific authentication will be used on the data
channel. The identity of the remote data connection must match the supplied subject-name string.

2.5 Replica Management

One of the state of the art mechanisms in replica management is replica management in GT4. Replica
Location Service (RLS) and GridFTP are the basic data management services involved in replica
management in GT4. RLS provides access to information about the location of replicated data. Higher-level
services such as Reliable File Transfer (RFT) [9] and Data Replication Service (DRS) [10] use GridFTP and
RLS.

Replica management in GT4 is based on the Giggle framework [8] that provides a hierarchical distributed
index of replicas in which each replica is identified by a pair of a logical file name (LFN) and a physical file
name (PFN). Local Replica Catalogs (LRC) store the PFN-to-LFN mappings. Replica Location Indices
(RLIs), which collect the mapping information from LRCs, are organized into a hierarchical distributed index.
Information in RLIs is periodically refreshed by LRCs according to a soft-state-update protocol.

The Giggle-based replica location framework in GT4 has a certain limitation: LRCs and RLIs are deployed
statically and must be reconfigured manually whenever the system configuration changes. It is also not easy
to recover from RLI failures.

2.6 Discussion

Many works have been done in ordinary file systems as well as distributed, Grid and P2P file systems.
However, most (if not all) of their design and implementation are based on assumption of stable and robust
infrastructures (pool of file servers and storage devices) which is a unrealistic assumption for Grid4All
scenarios. The observed systems do not provide sufficient support for self management in dynamic
infrastructures. To provide self management, VOFS components should have monitoring and control
interfaces that would allow plugging in self management logic (controllers) in VOFS.
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3. Requirements and design issues for VOFS

Virtual Organization (VO) is a dynamic federation (run-time entity) of heterogeneous organizational entities
(individuals, organizations, institutions, and resources) united by some common interest or task, and sharing
data, metadata, and processing and security infrastructure [6].

Virtual Organization File System (VOFS) is a virtual distributed file system that aggregates data resources
(file systems and disk space) exposed by VO members, in order to provide seamless access to those
objects for VO members and their applications, making an illusion of a distributed file system such as NFS
(Network File System). VOFS is a one of the data-oriented services that could be provided in Grids, e.g.
replica management, file transfer, etc. VOFS should provide transparent access to data objects (files and
directories) exposed by different VO members from different administrative domains. VOFS should hide the
heterogeneity of aggregated file systems and security mechanisms used to control access to exposed data
objects.

The most important difference of VOFS from ordinary distributed file systems such as NFS and AFS, is its
VO-awareness, i.e. it aggregates files from different administrative domains in a Virtual Organization that has
own security model and security mechanisms for authentication, authorization and accounting. VO support
notion of membership, roles, and policies governing who can (or is obligated to) do what [7]. Data objects
(files and directories) in VOFS are accessed by VO members and their applications that act upon VO
security policy and mechanisms used in order to control access to data resources exposed by VO members
and data services provided by the VO. Thus, one of the important challenges in design of VOFS is to provide
consistent and efficient interaction of the VO-level security model and mechanisms with local security
mechanisms of administrative domains forming the VO as well as with external administrative domains,
providing resources and services for the VO.

3.1 Requirements

Using VOFS, VO members can share their files with each other and provide access to those files for VO
applications. A Virtual Organization File System (VOFS) should aggregate heterogeneous native file systems
exposed by VO members to VOFS.

There are several important requirements to be fulfilled when designing and developing VOFS, as listed
below:

1. Aggregation of heterogeneous file systems: VOFS should be able to aggregate multiple native file
systems of different types and protocols. VOFS should enable the plug-n-play of heterogeneous FS
and data storage resources. A VO member should be able to expose her local file and storage to
VOFS and should be able to mount VOFS to her local file system to make it accessible for her
operating system and applications. A file can be exposed to several VOFS at the same time.

2. Operate in the presence of churn and high dynamicity of VO: In highly dynamic VOs, nodes as well
as VO members join and leave frequently. VOFS should have a mechanism to provide a persistent
(highly available) and consistent file system that can deal with this high dynamism. The lifetime of
VO itself also could be long or short. Some VOs might be created and stay alive for very short time
while other VOs might stay alive for long time. VOFS should provide support for both cases.

3. Operate across different administrative domains: VOFS usually consists of different administrative
domains. Each domain has its own specific systems like security, access control mechanisms,
protocol etc. VOFS should be able to aggregate file systems from these domains and provide a
general uniform system which can interact with each different domain.
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4. Self-management. As FS and storage can be dynamically added/removed, VOFS should be self-
organizing and self-managing so that adding or removing data resource should be managed without
much efforts (if at all) of VO members or human administrators.

5. Convenient to use APIs (to some degree familiar to users). VOFS should provide familiar to users
IEEE standard POSIX file API, e.g. open, close, read, write, mkdir, etc. With the ability to mount
VOFS to a local file system, the standard POSIX API should allow to support existing clients and
applications, e.g. Windows explore and Acrobat Reader, other legacy applications, as well as to
develop new applications that uses files. VOFS should also provide an API to data objects with
specific semantics, e.g. multilogs.

6. Operate under VO security (authentication, authorization and accounting). VOFS as one of the VO
resources should operate under the VO security policies and use Grid security infrastructure to
enforce the policies. The Grid security infrastructure should provide interoperability of the VO-level
security mechanisms (including authentication, authorization, accounting, and encryption) with
various local security mechanisms used in real organization forming a VO.

7. Support for explicit disconnected operations and reconciliation: Because of the high dynamism
feature of VOs VOFS should provide mechanism to let user to continue to work even after he/she is
disconnected from the VOFS. When user is connected again, VOFS should provide a best effort
consistency mechanism synchronize the files that modified offline with the online files. The stronger
forms of consistency should be delegated to higher-level applications like semantic store.

8. VO membership: VOFS should provide a membership mechanism to allow users join and leave the
VOFS and make user groups. Groups can be used in assigning access rights to resources. A user
might be member of several VOs at the same time.

9. Scalability: The size of a VO might be small or large. Number of users in a VO might be tens while in
another VO might be thousands. The VOFS should support this variety and have same performance
despite of the size of the VO.

3.2 Design Issues

Some of the design issues listed below (e.g. aggregation, self-management, and security) are specific for
VO-aware FS, i.e. VOFS; whereas other issues are rather common for ordinary distributed file systems that
provide access to remotely located files based on the same communication and access protocol with the
same security mechanism.

1. A global (federated) hierarchical name space. Each VOFS should have its own name space and
should belong to only one VO. However, a VO may have several VOFS. A name of a file in the
VOFS name space is logical name, which can be mapped to several physical replicas of the file.
Multiple logical names can point to one physical file. Data objects (files and directories) exposed to
and created in VOFS need to be uniquely identified within a VO. On the other hand names to
exposed and new data objects should be given by VOFS users (humans and applications). In order
to achieve this, VOFS should provide a global (federated) name space for VOFS objects with POSIX
operations on logical names, familiar to users file/directory attributes, ability to make soft symbolic
links like in ordinary hierarchical file system. VOFS should provide at least simple file search
operations (e.g. find by name), and it should also provide more sophisticated (e.g. find by attributes,
keywords) search operations.

2. Support for data objects with specific semantics. Grid4All will provide support for collaborative
applications in the form of the semantic store.
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3. Latency tolerance mechanisms such as caching, prefetching that allow to reduce network traffic;
streaming, network coding, and bulk (collative) operations to improve communication efficiency.

4. Data caching, replication and consistency. Use of caching (on clients) causes the cache coherency
problem, which is typically addressed by using a write-invalidate (callback) mechanism. Most of
existing DFS support single-writer open-to-close consistency model and provide lock-based
synchronization for mutual exclusion. VOFS should provide also data replication to improve remote
file access time (performance) as well as fault tolerance.

5. Data persistency and availability. Grid4All assumes high dynamicity of VO members and resources.
VOFS should provide a mechanism that should guarantee availability of exposed data objects in
presence of churn, i.e. when a node from which data objects were exposed to VOFS goes offline or
fails. The data objects can be uploaded to a stable file server (we call it mount server).

6. Metadata management. Metadata of a VOFS is a collection of information on objects exposed to
VOFS, which includes traditional information on files and directories such as file size, last
modification time, creation time, list of files in a directory, etc.; and the VOFS-specific metadata such
as local-to-global name mapping, access points (URI) of the exposed objects, access control lists,
etc. VOFS should maintain a (distributed) hierarchical metadata catalog.

7. Role-based policy-based security. VOFS will use a role-based policy-based security mechanism for
authentication, authorization and accounting with language support for policies and authorization.
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4. VOFS Architecture

This section presents the design of the Grid4All Virtual Organization File System (VOFS) that is a VO-aware
virtual distributed file system that aggregates data resources (file systems and disk space) exposed by VO
members, in order to provide seamless access to those objects for VO members and their applications,
making an illusion of an ordinary distributed file system, e.g. NFS. VOFS should provide transparent access
to data objects (files and directories) exposed by different VO members from different administrative
domains. VOFS should hide the heterogeneity of aggregated file systems and security mechanisms used to
control access to exposed data objects.

We also define a notion of VO-awareness of VOFS. In particular, it describes authentication and
authorization control mechanisms used in VOFS in order to control access to data resources exposed by VO
members and data services provided by VOFS, and how those mechanisms interact with local security
mechanisms of administrative domains of Grdi4All VO members and external administrative domains, which
are not-members of Grid4All, providing data resources for Grid4All.

VOFS security mechanism will be a single sign-on, role-based security infrastructure that uses certificates
(credential) for authentication, credential delegation and proxies (to issue and delegate short-term
credentials to processes that execute/act on behalf of VO members), and so-called Grid-mapfiles or
Community Authorization Services” (CAS) that define mapping of VO members to local users at a resource
site. The Policy Enforcement Point (PEP) maintained at a VO-layer at the resource site performs
authorization control in Grid4All. The PEP intercepts the access requests from clients and sends requests to
a Policy Decision Point (PDP) that checks whether access can be granted or denied given an access
operation, a name of a calling client, her role, her access rights to the resource and the VO policy. In the
case of VOFS, VO authentication and authorization should be integrated and combined with local access
control mechanisms.

4.1 Definition of VOFS

Virtual Organization (VO) is a dynamic federation (run-time entity) of heterogeneous organizational entities
sharing data, metadata, and processing and security infrastructure.

VO file system (VOFS) is a virtual distributed file system that aggregates data resources (file systems and
disk space) exposed by VO members, in order to provide seamless access to those objects for VO members
and their applications, making an illusion of a distributed file system, e.g. NFS. VOFS is a forest of directory
trees and files exposed by VO members from file systems of different types and from different administrative
domains. VOFS operates under the VO security policy and security mechanisms of participating VO
members (real organizations).

VOFS is a part of the Grid4All data storage that can offer the following services for VO members and
applications:

e VOFS that is a distributed file system with a standard POSIX API that can be mounted to a local file
system as an NFS-type file system;

e (reliable) file transfer;

e data replications;

e replica location service;

e file access monitoring;

e distributed Web server; distributed FTP server; distributed database;
e file sharing;

e Dbackup service;

Grid4All Public D 3.1 — Chapter lll - Page 26



Chapter Ill -- Requirements, design and implementation plan of data facilities Grid4All-034567
20/06/2007

e semantic store;
e other data services on demand.

VOFS supports several types of data objects, including not only the classical files and directories, but also in
the final version of prototype the multilog objects of the Semantic Store layer. The architecture is sufficiently
general to support more specialised types such as databases, but this is out of the scope of Grid4All.

VOFS can use different data access and transfer protocols such as HTTP, FTP. We can image a situation
when data objects, e.g. files, exposed to VOFS can be accessed only in a standard way with some standard
protocol, e.g. FTP, because a Provider (an Owner) of exposed data objects does not want to execute any
special (Grid4All) VOFS servers, but the FTP server. The Provider might suspect that the VOFS server
contains security “holes “and therefore she does not trust the VOFS server. In this situation, we might need
to implement a NFS-like distributed file system on top of FTP, in order to expose those files to VOFS.

In this document, we consider only files and directories (and disk space) as data objects in VOFS accessed
with the NFS protocol (NFS-like protocol).

4.2 Building VOFS

A VOFS should provide illusion of a distributed file system that can be mounted to the local file system as an
NFS-type file system. We need to provide ability to mount VOFS to a local file system so that VO members
and their applications can transparently access files of VOFS as if they were on a local file system.

A VOFS is built by aggregating data objects (existing files, directories and disk space) exposed by VO
members and by creating new files and directories on the exposed disk space. Each VO has its own VOFS
structure. A data object might be exposed to several VOFS instances at the same time, under the same
name or different names. The process of aggregating existing data objects in a VOFS is called exposing
data objects to VOFS. Objects (files and directories) can be exposed to any directory of VOFS, which we call
a target directory (or expose directory). An exposed data object becomes a part of VOFS. Note the exposed
data object is not physically moved or copied from its home location to a new location but rather virtually
linked to the VOFS. In general, the Owner can expose not only files stored on her local disks, i.e. local files,
but also remote files of a distributed file system that might be mounted to her local file system.

When an Owner exposes a directory, she implicitly exposes disk space by allowing other VO-members to
create new files and directories in the exposed directory. A disk space can be explicitly exposed by exposing
a directory to VOFS. Disk space can be also consumed by adding more data to an existing file. To give the
Owner ability to control the amount of disk space exposed, VOFS should provide a disk space quota
mechanism.

A resulting VOFS is a forest of file trees exposed from different sites (computers) within one VO. VOFS has
a hierarchical structure of directories and files rooted at a (virtual) root “/”.  In the section below that
describes VOFS bootstrap we consider possible design options of hosting the VOFS root directory “/”.

For example, the VOFS depicted in figure 1 is constructed of files and directories exposed from four sites:
Site A, Site B, Site C, and Site D, as shown in figure 2. Site A is hosting the root directory of the VOFS and
provides access to its local files under directory /vol; whereas sub-directories /volcano and /documents
are remote references (links) to directories /docs and /volcano-sim exposed from Sites B and D,
respectively.
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Figure 1: A VOFS

We distinguish between local and remote objects depending on whether they are exposed from a given site.
For example, for the site B, all files exposed from that site are local, whereas the sub- directory
/vol/projects/volcano/models (or ./models) and the parent directory /vol/projects/ (or ../)
are remote objects at the site B.
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(“local” directory /afs/it.kth.se/models)
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Figure 2: A VOFS structure with remote references (links) to exposed data objects

4.2.1 Exposing Existing Files and Directories to VOFS

If a VO member wants to give an access to her data objects to other VO members and their applications,
she exposes the objects to VOFS under a specified VOFS directory (a target directory). It is possible that
one object is exposed to several VOFS instances.

Grid4All Public D 3.1 — Chapter lll - Page 28



Chapter Ill -- Requirements, design and implementation plan of data facilities Grid4All-034567
20/06/2007

When exposing a data object, the Owner specifies which data object she wants to be exposed and where in
the VOFS directory tree and under which name she would like that data object to appear. The exposed data
object can be given a new name in VOFS. If the target directory already contains an object with the same
name, the expose operation fails and reports the name collision error. The expose operation also fails if the
target directory is not there, i.e. cannot be accessed.

For example (see figure 2) , the local directory c:/home/vlad/volcano-sim on Site B is exposed to
VOFS as /vol/projects/volcano; the local directory d:/docs is exposed to VOFS as
/vol/documents; the directory /afs/it.kth.se/models is exposed to VOFS as
/vol/projects/volcano/models.

When exposing data objects, the Owner can also specify ACL (an access control list) that defines access
rights of VO members on the exposed objects, e.g. directories. An ACL defines who can do what with a data
object for which the ACL is set. The VO management and the Owner should agree on ACL or/and Grid map
that maps VO members to local user accounts at the object cite and used to control access to the exposed
objects.

At the level of VOFS, we can consider definition of access rights similar to those used in the Andrew File
System (see Appendix for a short description of ACL mechanism used in AFS). Note that for the sake of
efficiency, AFS ACLs are applied and exist at the directory level, e.g. ACL is applied to all files in a given
directory.

We assume that to expose files, the Owner will be using a VOFS client that we call VOFS Explorer (to be
developed) or a special utility client expose (to be developed). The VOFS Explorer (similar to Windows
Explorer) should allow to browse VOFS, to expose, copy, move, delete, and rename files and directories, to
open or edit files with appropriate applications. A special Expose Wizard (a part of VOFS Explorer) will
support the expose operation.

We also provide ability to mount VOFS on a local file system so that existing file clients and applications
such as Windows explorer can be used to access files in VOFS.

We assume that each site from which data objects are exposed is responsible to start a Grid4All VOFS
server process (VOFS demon) that provides access to the data objects exposed from that site. The server is
also responsible to maintain a policy enforcement point (PEP) to control access to the exposed files, e.g. for
mutual authentication of a client and the server, and for access control.

An object can be exposed from a distributed file system that already includes native servers to provide
access to remote files but those servers are VO unaware. We should study possibility of using existing native
file servers in VOFS.

It may happen that a directory tree exposed to VOFS from some site contains remote directories attached
(mounted) to the tree in a native distributed file system. Access to those remote directories should be
provided by the native distributed file system. In this case, the VO-level authentication and access control is
performed at a PEP maintained on the VOFS server indicated as an access point for that directory.

For example, a VOFS server on Site B (see figure 2) is responsible to provide access for files exposed from
Site B, i.e. it provides access to its local files under the local directory c:/home/vlad/volcano-sim,
which is exposed to VOFS as /vol/projects/volcano.
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4.2.2 VOFS Metadata

Metadata of a VOFS is a collection of information on objects exposed to VOFS. These metadata, in
particular, include traditional information on files and directories such as file size, last modification time,
creation time, list of files in a directory, etc. The ordinary metadata can be obtained from a VOFS server
responsible for a given exposed object. The server can retrieve this information from a local file system using
a native file APL.

As VOFS is a virtual distributed file system, the VOFS-specific metadata include the following information
(but not limited to):

e Expose point that defines where in VOFS directory tree the objects are attached (exposed);
e Access points to the objects, e.g. IP addresses and port numbers of VOFS servers;
e Access control lists; ownership; Gridmaps' (if any).

These metadata, in particular, allows finding access points to VOFS files and directories identified by their
names in the VOFS tree hierarchy; to browse the VOFS directory tree. Further we discuss how to store,
maintain and query VOFS-specific metadata mentioned above.

By analogy to a UNIX file system, we call i-node (or inode) a data structure holding VOFS-specific
information on an exposed data object (file or directory). Each inode contains information including the type
of the object (file or directory), access point (or end point reference) to the object, e.g. IP address, port
number and an optional access protocol of the VOFS server responsible for the object, e.g.
tcp://130.237.212.6:9700. It also has information about the type of the native file system from which the
object is exposed, e.g. NFS or DFS, optional access points to native file servers (if any) to access the file
using native file system protocol and native clients, information on owners of exposed files and access
control lists and Gridmaps.

We assume that metadata (inodes) are collected, stored and maintained by a special VOFS information
service that we call Metadata Database (MDDB)2 [ICCS] that can be either centralized or distributed. MDDB
is an index of exposed data objects. MDDB, in particular, provides a lookup service to find a VOFS server
responsible for some exposed directory given fully-qualified name of file in that directory. For example given
the file name /vol/projects/volcano/models/myModel. java, the lookup query to MDDB should
return an access point to VOFS server on Site C, from which the directory sub-tree
/vol/projects/volcano/models/ is exposed.

There are different ways to design and implement a metadata server. Each one has its advantages and
disadvantages. In the following we explain three different approaches for comparison. These approaches are
centralized, distributed directory and distributed hash table.

A centralized MDDB stores metadata on all VOFS objects (i.e. inodes) in one place; whereas a decentralized
(distributed) MDDB is a distributed index of exposed data objects that can be organized either as a
Distributed Directory of inodes or as a Distributed Hash Table of inodes.

In the first version of our prototype we have used the centralized MDDB. But we believe that due to problems
of a centralized server (single point of failure, scalability) the distributed directory is better than the others.
Using DHT is very similar to centralized approach and the whole tree structure will be stored in a DHT, while
in distributed directory each node is responsible only for a part of the tree.

! Gridmap is a simple list on the resource which keeps information about grid users. The users have unique names and
they are associated with the local user names (credentials).

* It might be better to call it file catalogue by analogy to other Gird file systems.
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Each VOFS is correspondent with only one VO. Therefore it is natural to have several VOFS at the same
time and some nodes might be participating in more than one VOFS. Since the tree structure of VOFS is
separate for each VO, in all following approaches we should consider to handle several VOFS.

A Centralized MDDB

In a centralized MDDB, inodes of all exposed objects are stored in one place. MDDB can reside on a
dedicated server known to clients querying MDDB. With a centralized MDDB, a VOFS server does not need
to know about remote objects exposed under its local directories. If an application (a client) tries to access a
file of VOFS mounted to its local file system, it issues a lookup request to MDDB to find a server responsible
for a file given the VOFS file name. Obvious advantage of a centralized MDDB is a short (1 hop) lookup
latency. Obvious disadvantage of the centralized solution is that MDDB is a single point of failure and a
potential bottleneck.

Decentralized MDDB as a Distributed Directory (Tree)

In a decentralized MDDB structured as a distributed directory (tree), idones are distributed among MDDB
components in the following way. Each site of exposed objects provides an MDDB component that contains
inodes of remote objects known to the site, i.e. remote objects exposed to local directories and remote
parent directories, to which local objects are exposed. Distributed MDDB components form a P2P system
with a tree structure that corresponds to the structure of VOFS tree. Each MDDB component can directly
communicate with a set of MDDB components on sites hosting remote objects. To find a site (a VOFS
server) responsible for a file given its fully-qualified VOFS name, the VOFS client initiates a resource lookup
procedure similar to the one in the conventional NFS. The lookup operation can be initiated at any node in
the MDDB P2P directory. The distributed lookup algorithm is based on traversing the distributed directory
either up or down (depending on the initial point) until inode of the requested file is found and information on
access point(s) is obtained. Each MDDB node can maintain a cache of lookup results similar to the one in an
NFS client. The content of the cache is considered as a hint because there is no guarantee that the content
is up-to-date.

Decentralized MDDB as a Distributed Hash Table

The third design option in developing of the MDDB index service is to store inodes in a distributed hash table
(DHT) using names under which objects are exposed to VOFS as keys. Like in VOFS with the centralized
MDDB, in VOFS with a DHT of inodes, a VOFS server does not need to know about remote objects exposed
under its local directories. If an application (a client) tries to access a file of VOFS mounted to its local file
system, it issues a lookup request to DHT to find a server responsible for a file given the VOFS file name.
Worst-case lookup latency in DHT is log (N); average lookup latency is V2 log (N).

4.2.3 Bootstrap VOFS

Bootstrapping a VOFS is similar to bootstrapping a P2P system when a first peer starts and creates the
system so that other peers can join it. The VOFS P2P network is formed of Grid4All VOFS servers running
on participating sites (nodes). As mentioned above, VOFS is a collection of aggregated file systems (files
and directories) rooted at a root “/”.

In our view, there are two options to bootstrap VOFS, i.e. to create a (virtual) root directory.

In first approach, there is a dedicated bootstrap server which is responsible for the root directory, i.e. it
provides a disk space to create new files and directories in the root directory and keeps information
(metadata) on objects that are exposed under the root directory; the server is contacted first to obtain
information on the root directory when an Owner wants to expose a data object to VOFS first time.
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Another approach is that a site (an owner) that first exposes a data object to the virtual root directory “/”
becomes a responsible owner of the root directory, i.e. it provides a disk space for creating new files and
directories in the root directory and maintains metadata on data objects exposed under the root. There is a
bootstrap server(s) that maintains information on the site that hosts the root directory “/”. The difference from
the first option is that any of sites can host the root.

In order to provide a DHT for storing inodes of exposed objects as described above, the distributed system
of VOFS nodes should be organized as a structured P2P system with DHT functionality. There are many
proposals in literature on how to bootstrap a structured P2P system and how nodes can join and leave the
system.

4.3 Mounting VOFS to a Local File System

In order to provide a transparent and seamless access to VOFS for applications, e.g. Acrobat Reader, and
existing files clients, e.g. MS Windows, the entire tree or a sub-tree of VOFS need to be mounted to a local
file so that the applications can access the VOFS files using an ordinary POSIX file API of the local
Operating System.

As stated in the UNIX manual page on the mount (8) command, “mount attaches a named file system to the
file system hierarchy at the pathname location directory...” The major parameters to be specified when
mounting a foreign (distributed) file system to a local file system include a type of the file system, the URI of
the foreign remote directory to mount and the mount point on the local file system. For example, the following
command mounts the remote NFS file system at 130.237.151.1 to the local file system on the /mnt/xyz
mount point:

mount -t nfs 130.237.151.1:/root /mnt/xyz

The major difficulties (obstacles) in supporting mounting of VOFS to local file system include:
e Heterogeneity of aggregated file systems;

e Spanning of multiple administrative domains;

e Heterogeneity of access control mechanisms in those domains;

¢ Necessity of enforcing the role-based VO security policy.

In the first approximation, to support mounting of VOFS to a local file system, we can use existing ordinary
file system clients and servers that communicate with each other using a file system specific protocol.
Assume for example, that some directory from an ordinary distributed file system, e.g. NFS, is exposed to
VOFS from a site S1. A User could mount a sub-tree the VOFS rooted at that directory as an NFS-type file
system exported from Site A. In this case, the Operating System on the User computer can use an existing
ordinary NFS client to access the ordinary NFS file server on S1, as shown in figure 10.
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Figure 3: VOFS using existing NFS client and server
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However, we cannot assume that VOFS data objects are exposed from local file systems of the same type.
Heterogeneity of exposed objects requires providing a plug-and-play mechanism in VOFS that should allow
to access different types of file system in a unified way.

As VOFS spans multiple administrative domains, it should provide a security mechanism to control file
access across administrative domains in a unified way using role-based security policy. A resource provider
(VOEFS file server) controls file access rights of requesting clients according to its local policy.

To illustrate the security issue, assume, for example, that VOFS uses an RPC-based protocol to access
remote files, similar to NFS. Assume a VOFS file client process of the User U, in the administrative domain
D, (known as a VO member A) makes an RPC to a VOFS file server process in the administrative domain
Dg (known as a VO resource B). First, the member A (as a service consumer) and the resource B (as a
service provider) have to mutually authenticate each other by exchanging certificates. Next, the resource B
checks whether A is authorized by local policy to access the requested file in Dg, i.e. whether she is allowed
to spawn a process to service the call. This two-step procedure (authentication and authorization check)
should be performed on the VO-level at PEP (Policy Enforcement Point) on the VOFS server.

The above discussion calls for development of special VOFS client and VOFS server that should provide
unified connectivity to file systems of different types (i.e. ability to mount VOFS to a local file system) as well
as a VO-aware security mechanism to control access of VO members (VOFS Users) to data objects
exposed from different administrative domains.

One way to provide unified connectivity to foreign file systems of different types is to use a loopback adapter
as a “remote” file server and to mount VOFS as an ordinary conventional file system, e.g. NFS. We argue for
NFS because, to our best knowledge, almost all well-known and widely-used operating systems support
mounting of NFS file system (i.e. there exist NFS clients for almost all operating systems).

To use a loopback VOFS adapter, a User indicates localhost (instead of an IP address of a file server
responsible for the root directory of the mounted sub-tree) in the URI of the mounted VOFS directory, and
NFS as a type of the mounted file system. In this case the local operating system will use an existing NFS
client to access the loopback VOFS adapter with the RPC-based NFS protocol. The adapter calls the VOFS
server that checks access rights of the requesting VO member, and, if access is allowed, the server
accesses the native file system on client’s behalf. The VOFS loopback adapter communicates with the
VOFS server with VOFS-specific protocol (to be developed). The server converts NFS calls issued by the
NFS client in to local calls on the exposed file system as illustrated in figure 4.
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Figure 4: VOFS using VOFS loopback adapters and VOFS servers

In this document, we do not consider design and implementation details of the VOFS adapter and the VOFS
server, leaving this to next milestone in M24.

The Distribute File System (DFS) designed in Task 3.1 has a design similar to the one described above. The
DFS design is also based on the use of user-space file system, and includes features that fulfills most of the
functional requirements to VOFS presented above (e.g. support for disconnect operations). However, the
DFS is designed with an assumption that it is deployed and used in a single administrative domain, i.e. it is
not VO-aware. The VOFS design presented here addresses the issue to integrated files from different
administrative domains, different file systems, as well as to achieve high availability. We expect the two
designs to merge.

4.4 Replication and multi logs

4.4.1 Replication in VOFS

In our design we consider two options for replication, transparent replication that provides high availability
and explicit replication. There are several requirements in VOFS that can be addressed by using replication
mechanisms. In this part we explain how we use replication to fulfil those requirements.

One of the main reasons for using replication is to increase availability. In a highly dynamic environment (like
the one we are considering in Grid4All) nodes can join and leave frequently. On the other hand they expose
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parts of their local file system to the VO. Therefore if some node joins the VO, exposes some files and then
leave, those files will not be accessible to the other members of the VO anymore.

Another problem that might accurse in VO is failures of nodes. If a node joins the VO, exposes some files
and then crashes the data will not be available anymore.

To address these problems, we can use replication to create replicas of the actual data on the other nodes
or on some servers in the VO so if the original node leaves VO the data will be still available. The underlying
mechanism of replication should be transparent to the users but they should be able to specify if they wish
their data to be replicated or not. They might do it through some options when they expose their files.

Another reason for using replication is to increase performance. We are also considering using local caching
on nodes. When a node gets access to some remote resources (files), it can create a local cache of the file
and work with this copy. Then the changes which have been made to the local cache will be propagating to
other copies.

Use of caching (on clients) causes the cache coherency problem, which is typically addressed by using a
write-invalidate (callback) mechanism. Most of existing DFS support single-writer open-to-close consistency
model and provide lock-based synchronization for mutual exclusion.

Caching mechanism is widely used in distributed file systems. There are two modes of caching strategies
that are mainly used: write-back mode and write-through mode. In write-through mode, every write operation
at client side is immediately forwarded to server. In the write-back mode, client operates a series of write
operations on cached data (at client), before flushing it to server. Caching at client side itself varies in
different implementations of distributed file system: some cache file data blocks, or data at arbitrary
granularity, others like AFS and Coda cache the whole file.

In the current design of VOFS prototype, we adopt whole-file caching at client side. The wanted file at
remote client will be downloaded to the local working directory. Client users need to manually trigger the
flushing operation of the cached file to replace the original one (master copy) at another client.

As for synchronization, if a client locally modifies a cached file and shortly thereafter another client reads the
file from the server, the second client will get an obsolete file. So the synchronization strategy of distributed
file system could be essential yet complex. In order to achieve read consistency in VOFS, we employ a
synchronization model similar to that of NFS: A master file at a client can only be written by one remote client
at a given time and is locked from other reading or writing operations during interval. This intends to
guarantee readers to cache a consistent copy of the master file. When it comes to writer competition of
multiple clients, so far the prototype simply employs last-writer-wins policy, which means the master file
always represents the last modification applied.

In some cases a master file is cached by several clients and they want to keep their local cached copies
synchronized with the master file. After finish caching, those clients sends request to master file holder to
create call-backs. Whenever a write operation has been performed to this master file, all registered call-
backs will be triggered except the writer’'s. Such call-back includes the endpoint of requestor and both the
absolute paths of cached copy and master file. Thus master file holder knows exactly which client to notify
and which cached file at that client to replace. So if the call-backs are able to be received by those
requestors, they start to receive the latest copy of the master file and replace their local cached copies that
are stale. As to the stale cached copy, it can be versioned to another new file with timestamp appended after
the file name; also we can set a max number for versioned copies of a single cached file. The call-back
registrations can be simply stored in plain text files in hashed form in case of loss. On the other side, Client
GUI can serve as observer for call-back notifications and thus pop warning message to notify end user that
the cached file has been synchronized.
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4.4.2 Support for Multi logs

Semantic store layer needs special objects called multi logs. They keep changes made by each user to an
original document. Each user writes locally to his own log in the multilog; his writes are propagated to other
replicas of the same log. We believe that extending the basic caching mechanism with explicit replication or
cache-aware file APl can provide special support for multi logs.

In Grid4All, we consider multi logs support as an application on top of VOFS. The multi logs support should
provide its own APl on top of an ordinary file system API.

For example, multi logs support ensures that each user gets a local copy of a shared file and has an ability to
initiate a reconcile operation. When the user disconnects she works with her local copy of the log. When
connected, she can perform the reconcile operation to synchronize her copy with other logs. The multi log
API should provide ability to specify semantics in the form of action constraints to be enforced on
reconciliation. In order to achieve this functionality VOFS should provide support for specific multilog object.

4.5 VOFS Interfaces (API)

This part specifies the API of the VOFS, which presents the upper level and lower level interfaces.

APPLICATION

1L

Upper Level API

VOFS

Lower Level API

1T

DFS

Figure 5: VOFS Interfaces

4.5.1 VOFS Upper Interface

The upper interface specifies the API that can be used by clients of VOFS and other layers and components
built on top of it. The API should be compatible with POSIX standard however additional functionality is
required to support VOFS specific features.

POSIX API

This API is a subset of standard POSIX APl and NFS V4. The following is a list of functions and their input
and output parameters.

# Name Description
1 ACCESS | It checks what access rights the user has to the resource.
Input:

The user identifier (User credential)
The resource identifier (URI to the resource)
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Output:

A bit flag indicating different access rights including:
Read, Lookup, Modify, Extend, Delete, Execute.

2 CLOSE Close the file.
Input:
Filehandle of the file to be closed.
Output:
The result of the close operation (if it was successful or not).

3 COMMIT It flushes cached file on local file system to the VOFS, if the file is
cached.

Input:
Filehandle of the file to be committed.
Output:
The result of the operation (if it was successful or not).
4 CREATE | Create a new directory (or other objects but not regular files).
Input:

URI of the place to create the new object
Name of the new object.
Type of the new object.

Output:
The result of the operation (if it was successful or not).
5 | GETATTR | It gets attributes of an object in VOFS.
Input:
Filehandle of the object.
Output:
The set of attributes if it was successful or an error massage.
6 LOCK It requests for a lock on a specific range of bytes in a file.
Input:

Filehandle of the file.
Offset of the range of the bytes in the file to be locked.
Length of the range.

Output:
The result of the operation.
7 LOCKT Test if there is a lock on a byte range in a file or not.
Input:
Filehandle of the file.
Offset of the range of the bytes in the file to be checked.
Length of the range.
Output:
If there is a lock it returns the information about it. Otherwise
returns OK.
8 LOCKU Unlock the range of bytes in a file.
Input:
Filehandle of the file.
Offset of the range of the bytes in the file to be unlocked.
Length of the range.
Output:
The result of the operation.
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LOOKUP

It searches for an object (file or directory).
Input:

Name of the object
Output:

The result of the operation. If it was successful it returns the
filehandle of the object.

10

OPEN

It opens a regular file. If the file does not exist it will be created.
Input:

URI of the file to be opened/created
Output:

If it was successful it returns the filehandle of the file. Otherwise it
returns an error message.

11

READ

It reads data from a regular file.
Input:
The filehandle to the file

Number of bytes to be read
The offset in the file to start reading

Output:

If it was successful it returns data in form of a byte array. Otherwise
it returns an error message.

12

REMOVE

Delete a regular file.
Input:

URI of the file to be deleted
Output:

The result of the operation.

13

RENAME

Rename a regular file.
Input:

URI of the file to be renamed
The new name of the file

Output:
The result of the operation.

14

WRITE

Write data to a regular file.
Input:
Filehandle of the file
The offset in the file to start writing data

Number of bytes to be written
A byte array including data to be written

Output:
The result of the operation.

VOFS Specific API

Table 1: VOFS Upper Interface (POSIX API)

# Name Description
1 EXPOSE | User can expose a local object (i.e. file) to the VOFS.
Input:
The user identifier (User credential)
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URI to the local object to be exposed
URI to the target place in VOFS
ACL
Options (i.e. replication, caching)
Output:
The result of the operation. It indicates if the operation was
successful or if there was an error (i.e. name collision)
2 MOUNT User can mount a remote object in VOFS as a local object.
Input:
The user identifier (User credential)

URI to the remote object in VOFS
Target place in local file system to mount the object

Output:
The result of the operation. It indicates of the operation was
successful or if there was an error.

Table 2: VOFS Upper Interface (VOFS Specific API)

4 5.2 VOFS Lower Interface

This interface specifies the API to the services that VOFS uses. In our design, VOFS needs only standard
POSIX API to be provided by the DFS layer.
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5. VO-Awareness of VOFS

5.1 Assumptions on the Grid4All Security Infrastructure

VOFS spans multiple administrative domains. We assume that each administrative domain has its own
administration and a security policy. When joining a VO, each organization typically retain ultimate control
over its policy. The VO may apply its own policy that should not (could not) override or replace local policy
decisions. For example, some VO members may have full access to some of VOFS files, while others may
have read-only access.

The local security policy can be implemented by different methods, e.g. Kerberos and SSH. Furthermore, the
local security policy may be changed dynamically.

We assume that each User (process acting on behalf of the User) and each Resource® (process acting on
behalf of the Resource) has two names, a global name (i.e. the name in the VO) and a possibly different
local name. There exists a partial mapping (Grid map) of global names of Users to local names for each
resource in each administrative domain. The mapping is resource-specific and global names can be mapped
to local names in various ways:

e Static one-to-one mapping of a global name to a predefined local name;

e Dynamic one-to-one mapping of a global name to a dynamically allocated local name;
e Static many-to-one mapping of a set of global names to a single local “group” name;

e Dynamic many-to-one mapping.

If to consider role-based security mechanism, then a particular identity (a VO member) can be assigned a
role via its role attribute. In this case, authorization decision can be made depending of the role of the
identity, and it might require an extra check of whether the identity is bound to the role. In any case, use of
global names makes it possible to provide single sign-on.

We require from WP2 the following mechanism as a base-line for authentication and authorization in the
Gird4All VOFS. The mechanism is a variant version of CAS (Community Authorization Service) in Globus
Toolkit 4. It is combined with the GT Grid Security Infrastructure (GSI) based on X.509 proxy certificates to
provide credentials for users, delegation and single sing-on.

The VOFS policy is a consistent combination of VO policies, maintained by the VO and communicated to
participating sites, with local policies on those sites. A VO policy defines what the individual VO member or a
group of members are allowed to do; whereas the local site policy defines what the VO is allowed to do.

In the next section we introduce some of the state of the art mechanisms which can be used in Grid4All to
provide security features needed in VOFS.

5.1.1 SAML

The Security Assertion Markup Language [48] (SAML) is an XML based framework that uses assertions to
exchange security information (e.g. authentication and authorization information) between different
administrative domains. The major purposes of using SAML are the followings:

3 .
Resource Provider

Grid4All Public D 3.1 — Chapter Ill - Page 40



Chapter Ill -- Requirements, design and implementation plan of data facilities Grid4All-034567
20/06/2007

Single Sign On (SSO):

If user wants to have access to resources from different security domains she should be authenticated and
authorized by each domain, which means user should login to each domain separately. But with SSO, user
can login to one domain and the other domains authenticate user automatically. Web browsers use cookies
to do SSO. But they work only in one domain and not across multiple domains. SAML solves this problem by
providing standards for exchanging security information between different domains.

Federated Identity:

Another problem in multiple security domains is handling different user identifications. One user need to
have an identity and associated attributes in each domain. With help of federated identity, domains can
communicate with each other and use and share the identification information about users.

There are three major participants in a SAML transaction:

1) Assertion party, which is also called Identity Provider (IdP) or SAML authority. IdP identifies the user
locally and provides an assertion and sends it to relying party.

2) Relying party: which is also called service provider (SP). It receives the assertion and identifies the user
based on it and makes access control decisions.

3) User: which is also called subject or principal. This is the entity to be identified.

Use Cases:
Use case 1: Single Sign On (SSO)

In this case, user is authenticated by a security domain (e.g. by password) which is called IdP and can have
access to resources in other security domains which are called SP. There should be a federation agreement
between these domains to share the information about the user identifications. This scenario is called IdP-
initiated SSO (figure 1). Another scenario is that user tries to have access to resources from SP that needs
authentication and access control. In this case SP will send the user to IdP with an authentication request.
After identifying user at IdP, IdP will send an assertion to SP. This scenario is called SP-initiated SSO.

Domain 1 (IdP)

1: Authenticate

LT

User
)
gf - Business Agreement
N~ 7~
N,
QL
(Z24—
— = Domain 2 (SP)

2: Access resources

Figure 6: Single Sign On use case

Use Case 2: Identity Federation

SAML provides ability to perform dynamic identity federation between different domains. Assuming one user
has different local identities at different domains, in SSO scenario (figure 2) these domains need to have a
federation agreement to share those identities.
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Figure 7: Identity federation use case
SAML Architecture

Figure 3 shows the major components in SAML. One of the basic components is Assertion. Assertions carry
statements about a subject (principal) and they are produced by |dPs. Three types of statements in an
assertion are authentication statements, attribute statements (name-value) and authorization decision
statements (A subject is permitted to perform action A on resource R given evidence E).

Another basic component is Protocol which defines the request and response messages which carry
assertions. Next component is binding component. They define the relation between protocols and the
underling communication systems like HTTP or SOAP. Some examples of bindings are SAML SOAP
Binding (based on SOAP 1.1), Reverse SOAP (PAOS) Binding, HTTP Redirect (GET) Binding, HTTP POST
Binding, HTTP Artifact Binding and SAML URI Binding. Finally, the last component is Profile. They define
particular use cases by encapsulating assertions, protocols and bindings.

Profiles
(Defines a particular use case)

Bindings
(Defines mapping of SAML protocols to communication protocols)

Protocols
(Defines request/response for obtaining assertions)

Assertions
(Authentication, Attribute and Authorization statements)

Figure 8: SAML basic components
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Using SAML with XACML

The eXtensible Access Control Markup Language (XACML) defines how to express and evaluate policies for
access control. Since SAML provides a way to exchange security information, it can be used with XACML.
The next figure illustrates how these two systems can be combined:

Collect other Policies

external
1 Obtain
Request v
evaluation >
Requester > PEP PDP
Request Access, <
providing SAML ) Return
assertion Retrieve decision
resource

Resource

Figure 9: SAML and XACML integration

5.1.2 VOMS

Virtual Organization Membership Service [47] (VOMS) is a framework to provide management of policy
based authorization information in virtual organizations. The two major concepts in VOMS are VO (Virtual
Organization), which is an entity to group users and resources, and RP (Resource Provider), which provide
resources. User information is managed in a server (centralized), but the information about the relation
between the user and resources is managed at each RP (decentralized).

Groups and sub groups are presented in a DAG (Direct Acyclic Graph) in VO with the root VO. Users must
provide both credentials (for authentication) and authorization information to RP when they want to have
access to a resource (Push model). VOMS consists of the following services:

e User Server: Provides user information.

e User Client: Fetch user information from user server.

¢ Administration Server: Keeps the administrative data (users, groups, roles etc.) in a database.

e Administration Client: To be used by administrators to manage information on administration server.

Authentication

a
\ 4

Request .
o " — >
Client VOMS VOMS
Certificate

s

Figure 10: VOMS
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5.1.3 Permis

PERMIS [46] (Privilege and Role Management Infrastructure Standards) is a privilege management
infrastructure based on hierarchical RBAC model and X.509 for authorization.

Authorization Models:

The traditional model for authorization is DAC (Discretionary Access Control) which users have been
assigned access rights to the resources. These access rights are managed in ACL (Access Control List).
Another model is MAC (Mandatory Access Control) which every resource has a security label called
classification which indicates the security level of that resource, and each user has a list of classifications
which is called clearance. User can access resources that she has corresponding classification. Another
authorization model is RBAC (Role Based Access Controls). In this model user has one or more roles (e.g.
manager, employee etc.). Each role has a set of permissions. When user requests to have access to a
resource, she presents her role to the resource. Resource checks the permissions of that role and either
accept or reject user’s request. RBAC roles can be simple which means there is only one level of roles, or
can be hierarchical which means there are nested roles. A typical example of nested roles is like this:

EMPLOYEE
MANAGER
DIRECTOR

Figure 11: Hierarchical RBAC

It is clear that if permission is given to a role, all its nested roles also will have that permission implicitly. In
most systems normally the number of roles is much fewer than number of users. Therefore, RBAC can
easily handle systems with large number of users. But DAC systems have scalability problem since for each
user an ACL should be defined.

PERMIS has three main components:

e Authorization policy: It specifies the access rights of users to resources using policy based
authorization.

e Privilege allocator: It assigns roles to users by defining attribute certificates (AC). An attribute certificate
is a binding between user name and her privilege attributes. ACs are kept in a public LDAP (Lightweight
Directory Access Protocol).

e PMI (Privilege Management Infrastructure) API: This is the application gateway which accepts
requests from users to get access to resources. When it receives a request, the AEF (Access control
Enforcement Function) component authenticates the user and then checks with ADF (Access control
Decision Function) component if the user can get access to the resource or not. The ADF retrieves
policies from LDAP for the roles in the user’'s AC and makes a decision and sends it back to AEF.
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Figure 12: Permis architecture

5.2 Requirements for the Grid4All Security Infrastructure

The VO management system should maintain a list of VO members and the VO’s access control policies for
its resources including the VO itself (e.g. who can define rights, form groups, etc.). In the case of VOFS, the
VO policy, for example, defines which member can read which file.

A Resource Provider (resource site) maintains her policy regarding the VO and VO members using her
native mechanism used for local (non-VO) users. The Provider can, for example, map the entire VO to one
local identity that represents the VO. In this way, each VO-member (i.e. client presenting a VO certificate)
will be mapped to that identity. A VO-member can be also mapped to her individual local identity to enforce
site policies regarding that member.

When an authenticated VO-member makes an access request to the resource, the Provider (resource
server) first enforces the site’s policies regarding the VO as the whole, next, enforces the VO’s policy
regarding that member, and, finally, enforces that the site’s policies (if any) regarding that member. Note
that, in this way, site’s policies have priority over the VO’s policies. Thus, the effective rights granted to the
requesting member is an intersection of the set of the rights granted to the VO by the resource provider, the
set of the rights granted to the VO member by the VO and (optionally) the set of the rights granted to the VO
member by the resource Provider.

When a user wants to access a file hosted by VOFS server, a VO member, as a VOFS client, is
authenticated using her certificate that also includes a policy statement of that user’s rights. Note that, in
general case, the authentication should be mutual. After authentication, the VO member is mapped to a local
identity (e.g. a Unix account) of the VO by a local Grid-mapfile. This mapping is the very first access control
check: if the VO is not listed in the Grid-mapfile, access to the file is denied.

Once the VO is successfully mapped to a local identity, the VOFS server checks whether the VO (as the
whole) is allowed to make the requested action. Then, as described above, the site (the Policy Decision
Point, PDP) computes the effective rights based on the policies of VO in respect to the VO member and the
policies of the site in respect to the VO member and makes a policy enforcement decision whether that
member is authorize to perform the requested action.
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6. VOFS Usage Scenarios

This section presents a usage scenario for a VO file system (VOFS). The main aim of designing this
scenario is to help developing semantics of the expose and mount operations as well as developing of the
MDDB (Metadata Database) component which is a catalog of files exposed to the VOFS. The scenario has
been developed with collaboration with researchers from ICCS Georgios Tsoukalas, Aris Sotiropoulos.

6.1 Basic Assumptions

In this scenario we assume two real organizations, KTH (Royal Institute of Technology), Stockholm, Sweden
and ICCS (Institute of Communications and Computer Systems), Athens, Greece. Assume two users
KTH_User at KTH and ICCS_User at ICCS. Both users use MS Windows as an operating system on their
computers. KTH_User stores her files in her local file system on her machine. Assume, KTH and ICCS have
created a VO called KTH_ICCS as illustrated in figure 13. Both KTH_User and ICCS_User are members of
that VO. Suppose, KTH_User wants to expose some of her files to the VO because she and ICCS_User
work on the same project and need to share the files.

!! ; g \ KTH User
ICCS User &

Figure 13: The KTH_ICCS Virtual Organization

KTH-User has a folder C:\projects\documents\ that she wants to expose to the VO. There are 3 sub
folders under that directory:

C:\projects\documents\meetings
C:\projects\documents\pictures

C:\projects\documents\maps

We assume there is only one file in each of the folders:
C:\projects\documents\meetings\meetingl.txt
C:\projects\documents\pictures\picl. jpg
C:\projects\documents\maps\mapl.pdf

6.2 Requirements

In this scenario we require that Grid4All VOFS should allow some actions to be performed. The first action is
to create one VO with the name KTH_ICCS. Then KTH_User exposes some files from her local file system
to this VO. Finally ICCS_User mounts those files into her local file system.
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e Both users should be able to see the same directory structure and files, and they should also see the
changes made by each other. However, for now, we assume that the Users should not be able to
modify/write the same object (file) at the same time, or, there must be a mechanism to find write
collisions and inform users about it.

6.3 Description

KTH_User starts her client program and selects the Expose function. She should be able to specify the
name of the VO to which she wants her files to be exposed. If the VO does not exist it should be created.
Then she selects the files to be exposed by using an explorer that shows a directory tree structure. In this
case she selects the “documents” folder. Note that the following description includes some details of possible
implementation that can be ignored at this stage of the VOFS design.

The following steps should be taken by KTH_User:

1. KTH_User searches for VO KTH_ICCS:

a) KTH_Users queries the Resource (VO) Discovery Service (provided that such a service is available)
for information on the VO named “KTH_ICCS”.

b) The VO Discovery Service replies with information that includes a “FileSystem Resource Authority”
property, which is, actually, a URI/URL is pointing to the MDDB serving the “KTH_ICCS” filesystem.

2. If there exists no VO called “KTH_ICCS”, it is created:
a) A new DFS User, KTH_ICCS, is created, probably by the “VO Management” (or VOMAN for short).

b) A new MDDB server is started (or an existing is used) to serve the KTH_ICCS filesystem (there is
exactly one filesystem per DFS User). This should be arranged by the VOMAN as all other VO
Resource Management issues (such as where the VO Membership Service executes).

¢) As the VOMAN completely controls the KTH_ICCS filesystem, it grants access permissions to the
KTH_ICCS VO members.

d) The KTH_ICCS filesystem is empty at this time.

3. KTH_User exposes her local folder C:\projects\documents\ to the KTH_ICCS filesystem (which is the
authoritative KTH_ICCS VO filesystem) with the same name “documents” under the filesystem root directory.
There are several approaches to do this:

(i) Exposition via copy
a) KTH_User copies her files data in a storage Provider and the filesystem structure and metadata in
the KTH_ICCS MDDB server.

b) The storage Provider can be a third party or can be just a local copy of data. If the actual data are to
be exported see alternative (ii). Now anyone can access the filesystem KTH_ICCS/documents.

c) KTH_User can decide whether and how to copy/synchronize back and forth his local and MDDB
versions of 'documents’, manually.

(if) Exposition via export / mount-back

a) KTH_User exports the 'documents’ folder as in the previous case (i). The storage Provider can be
herself, offering direct access to the files.

b) The local folder “documents” is hidden from the OS FS hierarchy but remains accessible by the
Provider server. The KTH_ICCS/documents directory is mounted on top of the local “documents”
directory.

c) Now even local access to “documents” is really remote and upon unmounting, the local (“real”)
documents directory can be synchronized if any modifications have been made when it was
exposed.
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d) KTH_User can decide that this folder is really a shared one and configure her system so that an
MDDB server always present, and the “documents” folder is mounted from the local MDDB. Then a
link can be created under “KTH_ICCS/documents” that point to KTH_User/documents. At this point,
the actual data can be anywhere in the network, including the local storage Provider.

(ii) Exposition via exporter / synchronizer
a) The 'documents' directory is exported as in (i), with the local copy being independently accessible.

b) Another daemon, the ‘'exporter' or 'synchronizer' monitors both the MDDB version at
KTH_ICCS/documents and the local version and tries to propagate changes between each other, in
some way.

Note that the second solution (ii) might be the most interesting of all, especially considering the (d.) step.

KTH_User also should be able to specify a quota value for this expose. This value indicates how much
storage space other users will have when they mount this folder and create new objects (files) or modify
and extend existing objects (files).

Quotas can easily be maintained as metadata in the MDDB. The real problem, though, is enforcing
quotas. But if each user is using his own storage resources for hosting file data, then quota is really a
local issue. Shared storage resource quota can be managed within the framework that makes them
shared anyway, irrespective of what the MDDB says about it.

By exposing, the necessary metadata of the file system of KTH_User will be sent to MDDB (Meta data
database). KTH_User should also run a server program on her machine to provide access to the files
she has exposed. Now other members of the KTH_ICCS VO (including KTH_User) should be able to
see and browse this exposed set of files in the VOFS file hierarchy.

As presented in the second solution above entitled “(ii) Exposition via export / mount-back", the MDDB,
which serves KTH_ICCS, may either include the whole filesystem structure or just a link from
KTH_ICCS/documents to KTH_User/documents. In the first case, KTH_User doesn't have to run an
MDDB. In the second case, KTH_User doesn't have to mirror her filesystem within another users' (i.e.
KTH_ICCS) MDDB. But note, a KTH_User can request KTH_ICCS's MDDB to host her own filesystem.
Then, KTH_ICCS/documents can be a link to a separate filesystem KTH_User/documents, but
practically both filesystems are served by the same machine. This eliminates the need to run an MDDB
per user while it maintains the flexibility of linking into filesystems rather than copying them in order to
include them elsewhere. Therefore we strongly propose the use of linking where possible.

ICCS_User also runs her client and selects the Mount function. As a parameter she should indicate
which VO she wants to browse, or she should be able to get a list of existing VOs. This list can be fetch
from the metadata server. After specifying VO name (in this case KTH_ICCS), she browses the directory
structure of the exposed files. She should be able to see the document folder that is exposed by
KTH_User and possibly other folders that are exposed by other members of the VO.

4. 1CCS_User browses VOs.

This can be provided as a VO Management service. Nevertheless, one can create a well-known Super-
VO, which will include in its filesystem links to all available VOs. Anyway, we assume that ICCS_User
knows how to contact the MDDB for KTH_ICCS.

5. ICCS_User mounts KTH_ICCS/documents

The filesystem client stores the KTH_ICCS/documents URI and the MDDB contact. All subsequent file
requests under the mountpoint will be translated to MDDB requests for files under
KTH_ICCS/documents. This is done incrementally, if necessary.
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For example, ICCS_User isses a request
RETR(/local_mountpoint/projects/dow.pdf),

which is translated to an MDDB request to KTH_ICCS:
RETR(KTH_ICCS/documents/projects/dow.pdf)

If the file exists, then its metadata (its inode) is returned. But assume that 'KTH_ICCS/documents' is a
link. Then the KTH_ICCS MDDB will reply with the deepest inode it found within its database that existed
along the requested path. This will be, of course, 'KTH_ICCS/documents’. Now the ICCS_User
filesystem client will realize that this was not what it asked for. Then it will attempt to continue, checking if
the returned inode is actually a link. As it is a link that points to 'KTH_User/documents’, so the MDDB
request becomes:

RETR(KTH_User/documents/projects/dow.pdf)

This procedure is repeated until the client has reached and obtained the desired inode. Then it can
retrieve the file data. In this way, as described above, one can browse through file systems in a P2P
way, just like a web surfer follows the private links of each www user's webpage.

Now ICCS_User can choose a drive letter that is not in use in her local file system (assume MS
Windows), for example Z: and selects the mount operation. The client program should create a remote
drive Z: which contains the “documents” folder and all other sub folders in it. After mount, ICCS_User
should see the following folders on the Z drive:

Z:\documents\meetings\meeting1.txt
Z:\documents\pictures\pic1.jpg
Z:\documents\maps\map1.pdf

She should be able to open and work with files in those folders in the same way as with her local files. If
she tries to create new files on drive Z:\, the available free storage space should be checked. This
parameter was indicated by KTH_User when she exposed her files.

6. The KTH_ICCS namespace is presented to the local FS.

This is quite independent from the DFS layer. The local filesystem can retrieve and cache DFS files and
data in a similar way other filesystems retrieve and cache files from disk or network places.

If ICCS_User wants to create a new file, she has to find her own storage in a p2p or arbitrary way -- only
storage pointers are needed in the MDDB. Of course, a storage allocation layer should be present to
simplify this task. This is actually what the VBS will do. Storage quotas can be enforced in this level.
Note that can stop anyone to create an impossibly large file if he himself provides the storage unless
there is an explicit rule within the MDDB to only allow storage pointers of a certain origin.

From now on ICCS_User should be able to work on these files with arbitrary relevant application.
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7. Implementation Plan of a VOFS Prototype

KTH has developed a prototype implementation of the VOFS in MS Windows. We used Java as main
language. The prototype is based on component model. The system is constructed using several software
components implemented in Java.

The first version of the prototype uses all components developed in WP3. However, in the future versions we
plan to use some components from WP2, including authentication server and authorization server.

7.1 VOFS Components

7.1.1 MetaData Server

The MetaData Server is the central repository of all VOFS meta-data. Such meta-data includes endpoint
information of all joining nodes, the logical naming space of VOFS files, physical addresses of VOFS files
(including node endpoint information and file absolute path) and the mapping of logical and physical naming
space. MetaData Server in the same time also provides catalog and search services for both VOFS file and
directory information: The file/directory information records and maintains all kinds of file/directory
attributions (meta-data). Catalog service aims to providing necessary operations to build a tree-like
hierarchical catalog of VOFS and traverse on the tree. Search service aims to enabling query to locate a
specific file or directory in the catalog tree.

7.1.2 Authentication Server

The Authentication Server serves as a centralized security center responsible for validating VOFS Clients
and granting / issuing token to Clients. Being successfully authenticated by signing digital signature, clients
hold certificated token to access other nodes in the system. The Authentication Server thus stores all public
keys of users (key-store) which users hold their private keys. Besides, this server also maintains all ACL
information of VOFS files. A Client can check permission of a file operation (a specific operation on a specific
file) by checking it in the Authentication Server.

7.1.3 Authorization Service

Many conventional network file systems provide only coarsely grained ACL mechanism. For example, read
only / write only / full operation of specific file or directory. VOFS aims at providing more finely grained ACL
which includes more permission levels and more flexible role control such as which VOs or Groups are
permitted for what kinds of file operation or which are not. The main mechanism is introduced as follows.

Each VOFS Logical Name (LN) has an Access Control List (ACL) attached. The permission types of ACL
granted to User, Group or VO upon such LN can be included as:

List (L): Permission to list all sub-entries under directory.

Attribute (A): Permission to see all file/directory attributes

Read (R): Permission to read the file

Write (W): Permission to write the file

Rename (N): Permission to rename this file/directory

Mkdir (M): Permission to create new directory under this directory
Full (F): Full permissions including all above

Prohibit (P): Not able to access the file/directory

NGO A~WON
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Except for “Full” and “Prohibit”, each every permission has three positive list and negative list pairs for User,
Group and VO respectively to define which entities are allowed to such permission or not. (“Full” has only
positive lists and “Prohibit” has only negative lists for User, Group and VO.) Meanwhile, similar to UNIX file
system, each VOFS file entry has positive and negative permission. For example, a file entry has positive
permission “F” means the file entry is of Full control and “LAR” means the file entry is subject to only “List”,
“Attribute” and “Read” permissions, and vice versa for negative permission. When the positive permission
and negative permission of the file entry have been identified, the according permission lists will be checked
to see which entities are subject to these permissions. A more detailed explanation of VOFS authorization is
given as follow.

The authorization of VOFS happens at file operation level. Assume authentication is successful and the
connection between client user Ua and Ub has been established. Every time when Ua requests a file
operation (say, delete operation) on a file Fx at Ub, Ua needs to first provide its identity and Ub will check
with Authentication Server for ACL of that file, ACL(Fx). In a logical view, the negative lists (user/group/VO)
of ACL(Fx) will be scanned first and then the positive lists. Ua’s identity will finally be validated in ACL(Fx).

It is guaranteed that user side can never fake or manipulate ACL since the authentication always takes place
between trusted parities: the Authentication Server and file holder clients. In fact, those clients can always
have their ACL at local. The reason Authentication Server is involved is that those clients can store the ACL
information at the server in case the VOFS client program is terminated and the ACL in memory lost.

In order to deploy authorization service at Authentication Server, there will be one more step to store ACL of
LNs. The client needs to exposes its local file entries to MetaData Server, and in addition, he needes to
provide ACLs of those entries at the same time if there is any. The storage of ACL is realized by
communication between user and the Authentication Server. Client users are able to store their ACLs at
Authentication Server database and modify them at any time later. Every time a client logs to VOFS, it loads
the ACLs from Authentication Server into its memory so as to reduce network communication and improve
performance.

There is another option that is to deploy Authorization service with naming service at MetaData Server. In
this scheme, local file exposure and ACL will no longer be split into two connections to different servers. But
in order to make MetaData Server properly loaded, it is better option to adopt the first approach and assign
authorization service to Authorization Server. In the current design of VOFS, it is essential to decouple the
authorization service from MetaData Server since the naming resolution service, although not expensive,
can be very frequently invoked by numerous client users. In addition, if all database related services are
deployed at MetaData Server, it could become bottle neck or a single point of failure because of uncertainty
of server’s disconnection from network or crashing. But it is feasible to have replications of MetaData data
base and Authentication data base on both servers to improve the availability.

It is inevitable that there will be lots of requests for ACL checking which makes the program slowly
responsive. To improve, a leisure mode can be added to exposed file entries (LNs) to bypass authorization.
For those less sensitive entries, VOFS simply sets a symbol and treats them as shared ones, either read-
only or with full operations.

Authorization and authorization have many requirements of VOFS security mechanism. It is never too safe to
say a system is completely secure and immune from malicious attacks. In addition, employing too heavy
security mechanism could be very expensive. VOFS should choose a medium level of security, easy to
implement and with reasonable overhead.

7.1.4 Mount Server

The VOFS network has several Mount Servers that are running on top of stable workstations always
connecting to the network and providing mounting service for VOFS client nodes. Before VOFS clients
perform disconnection from VOFS, they can proactively upload their shared files/directories to MountServer
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so that other client nodes can still access those file entries in a native way. More precisely, the accessing to
those file entries is realized through native mounting of client nodes, as the mounting server is based on
WebDAYV which is a protocol natively supported by Linux similar OS as well as MS Windows. In some sense,
the Mount Server is similar to file servers of AFS, but a simplified version with other administration features
decoupled from it.

7.1.5 VOFS Client

The VOFS Client is defined as program installed at user computers. The VOFS Client program consists of
two parts: the client interface and the file server. Client interface enables VOFS users to perform operations
to expose their local file system, access remote files and call related services. The file server, on the other
hand, provides service for remote access to local exposed file system.

Client Interface

Client Interface has layered structure. At the bottom is the communication layer responsible for sending
messages and receiving responses. This layer is based on java network package and implemented with
Java Socket. The communication is through message exchange in plain text.

Client Interface APl is the core part which encapsulates user logics to operation all services.
The Client API includes the following functions:

Authentication service to log in user.

Local file system exposure to VOFS LN space.

Trigger VOFS LN resolution to locate PN.

Request catalog service of VOFS LN tree / search LN in the tree.
POSIX operations of remote file.

Asynchronous file transfer / block operation of file

Setting ACL for local exposed file system.

Mount remote directory to local.

NGO RAWN

On the top of Client Interface is Client Ul of VOFS, including a GUI developed with Java Swing components
and a command line tool. The core of GUI is VOFS explorer which includes two JTree based components:
one built on native local file system and the other on VOFS LN hierarchy. Since different mouse events will
be captured, the friendly GUI will help user locate any file entity in both hierarchical structures easily. The
command line tool is more similar to UNIX style and user can input commands instead of clicking buttons to
invoke Client APIs.

File Server

The file server in general is a user space daemon that receives file operation requests from other clients,
checks authorization of the requests and executes the operations. Another feature is file-locking. When one
remote client’s is writing to local, the file server creates a lock for the file being written and other write or read
requests will be blocked until the current write is done.

File server has a same layered structure as client interface, with a communication layer and file server API
layer. File server APl enables to invalidate the authorization of operation requests by checking with
Authentication Server. It also enables all basic POSIX file operations at local file system which includes:

# Name Description
1 canRead to check if the file can be read

2 canWrite to check if the file can be written

3 | createNewFile | to create a new file
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4 delete to delete a file or an empty folder
5 isFile to check if it is a file

6 isDirectory to check if it is a folder

7 Length length of the file

8 Mkdirs create hierarchy directories

9 List list all files of the folder

10 renameTo rename the file or folder

11 Exists to check if the file or folder exists
12 Lock to lock the file from accessing

Grid4All Public

Table 3: Basic POSIX file operations
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9. Appendix A: Access rights in AFS

Access rights in the Andrew File System (AFS) are shown in the table below. Every directory in AFS has its
own ACL list. A newly created directory inherits the ACL of its parent directory. Any changes to the parent's
ACL will not alter ACLs of subdirectories. Access permission area grated to users or/and groups of users.

Related to Denotation | Access permission (access right)
File R The right to read the contents of the file
w The right to write the contents of the file.
k The right to lock the file
Directory L The right to list the names of files in the directory.
I The right to insert a file in the directory, e.g. the right to create a
new file or directory
d The right to delete a file in the directory
a The right to change the ACL list. It does not grant any other
rights.
Aliases for some common access rights Refers to
all All rights, i.e. rlidwka
write Standard rights for writing file, i.e. rlidwk
read standard rights for reading a file, i.e. rl
none No rights whatsoever
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10. Appendix B: Use Cases

1. CreateNewVO

Scenario Name

CreateNewVO

Actor(s)

Tom: SystemAdmin

Flow of events

Tom, the system administrator of VOFS, is asked to create a new
VO called Alpha in VOFS. He fills in all necessary information of
new VO including unique identifier of VO and other contact
information such as group email address. Also, a name virtual
directory for Alpha is created in VOFS logical directory tree. lts
attributes such as if it can be modified by other VO(s) or user group
should be set.

2. CreateVOAdmin / CreateFileUser

Scenario Name

CreateVO Admin/ CreateFileUser

Actor(s)

Tom: SystemAdmin, John: VOAdmin, Mary: FileUser

Flow of events

Tom, after creating the new VO, creates VOAdmin account for John
of VO Alpha.

John logs in and now he has permission to create FileUser account
of the VO Alpha he’s managing. He creates a FileUser account for
Mary.

Mary, the VOFS end user, now logs in as member of Alpha and can
perform operations in VOFS. A default logic folder under Alpha is
automatically created for her by her username.

3. ExpandDirectoryTree

Scenario Name

ExpandDirectoryTree

Actor(s)

Alice: FileUser / All Deriving Actors

Flow of events

Alice logs into VOFS client and by default she sees only root of
VOFS tree, say “/vo1” and all VO directory under root.

She left clicks on expand icon besides a directory and the directory
is expanded by one level deeper. All attached files and sub folders
will be shown.

There are two types of sub folders under VO directory. One is
linked, meaning it targets to an external endpoint. The other is
unlinked, meaning it still has not linked yet.

4. CreateDir / DeleteDir

Scenario Name

CreateDirectory

Actor(s)

Tom: SystemAdmin, John: VOAdmin, Mary: FileUser

Flow of events

Tom is able to create virtual directory in VOFS tree at any place by
using “ExpandDirectoryTree”. At any directory he right clicks and
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chooses “create sub directory” in menu.

A new form will pop with all attributes to fill. The owner attribute is
set to Tom’s user name and can’t be changed. Only one attribute,
the unique name of the directory should be provided in compulsory.
Once he confirms the action, the new directory is created.

The created directory is either unlinked, which means the external
link and machine endpoint attributes are left empty, or linked, with
those two attributes filled.

Tom can also set other attributes such as access permission (by
which VO(s) and by which user group), read only, or extra
accessing code, etc. He can also delete any virtual folder in the
tree.

John is able to do the same thing, but only in the VO he is
administrating by default.

Mary, the VOFS end user, by default can only do the same thing in
her own directory named after her username in the directory of VO
Alpha.

5. ModifyDirectoryAttribute

Scenario Name

ModifyDirectoryAttribute

Actor(s)

Tom: SystemAdmin, John: VOAdmin, Mary: FileUser

Flow of events

Tom is able to modify attributes of existent VOFS directory by right
clicking the directory and choose “modify attributes” in menu.

The attributes include directory name, target link, access permission
(by which VO(s) and by which user group), read only or hidden and
extra accessing code, etc. He can also delete any virtual folder in
the tree.

John is able to do the same thing, but only in the VO he is
administrating by default.

Mary, the VOFS end user, by default can only do the same thing in
the directory named by her username in the directory of VO Alpha.

6. SetWorkingSpace

Scenario Name

SetWorkingSpace

Actor(s)

Alice: FileUser / All Deriving Actors

Flow of events

In VOFS client, Alice needs to set working space to store cached
replications of files exposed by other FileUsers. The directory of
VOFS corresponds to the root “/vo1” of virtual directory tree by
default.

She needs to manually create a folder in her local file system and
explicitly appoint this folder as working space in VOFS client.

7. ExposelLocalDirectory

Scenario Name

ExposelLocalDirectory

Actor(s)

Alice: FileUser / All Deriving Actors

Flow of events

In VOFS client explorer, Alice expands virtual directory tree and
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locates a virtual directory which has not been targeted to any
external link yet (unlinked).

She right clicks on a directory icon and menu appears. If option
“expose here” is enabled, it mean she is able to expose her local
directory / driver here. Otherwise the option is disabled and grey in
colour.

Alice chooses to expose her local directory to that point. By default
this will trigger “ModifyDirectoryAttribute”. The local directory path
and physical machine net address will be filled automatically in this
case. She can set the rest attributes.

After she confirms the action, sub-entries of the exposed local folder
will be listed under the virtual directory she chooses. The names of
the entries are same as local while their attributes inherit from the
virtual directory.

By refreshing the VOFS client explorer, all FileUsers are able to
view this change.

8. UnexposeLocalDirectory

Scenario Name

ExposelLocalDirectory

Actor(s)

Alice: FileUser / All Deriving Actors

Flow of events

In VOFS client explorer, Alice is able to view all the exposed entries
in her local file system.

She selects one exposed directory and right clicks “Unexpose”.

After confirmation, the local directory and its sub-entries are no
longer exposed to VOFS.

9. ExposedDirectoryChange

Scenario Name

ExposedDirectoryChange

Actor(s)

Alice: FileUser / All Deriving Actors

Flow of events

If Alice creates or saves some new entries into exposed directory,
the action will not lead to auto-exposing of those entries. She needs
to do “ExposelocalDirectory” again to expose those new entries.

If Alice removes entries from directory, the system will automatically
do “UnexposelocalDirectory” of those entries.

10. GetExposedEntity

Scenario Name

GetExposedEntity

Actor(s)

Alice: FileUser / All Deriving Actors

Flow of events

Based on “SetWorkingspace”, Alice expands virtual directory tree
and right clicks a linked directory or a sub-entry file. In the menu she
chooses “download remote entry”.

The popped form will give options of the local saving path of the
remote entry. Default is the logical name path of the entry.

The popped form also provides option if the downloaded entry is in
consistent mode, which means to keep consistent with other
replications of this entry in the same mode. By default the
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downloaded entry is not in consistent mode.

After Alice confirms the operation, the target entry is downloaded to
local working space in the saving path.

11. KeepEntityConsistent

Scenario Name

GetExposedEntity

Actor(s)

Alice: FileUser / All Deriving Actors

Flow of events

Based on “GetExposedEntity”, Alice can optionally set downloaded
entity in consistent mode in popped form.

If a replication is in consistent mode, it binds to the master copy at
the file source provider. As long as Alice is online and the file is not
open, system can update replication based on any source changes
at runtime. If the file is open, client will pop warning message to
notify Alice to save the current file to a new name and get her a
latest replication of the source.

12. EnableMount

Scenario Name

EnableMount

Actor(s)

Alice: FileUser / All Deriving Actors

Flow of events

Alice wishes to set a local directory as mountable to other VOFS
users. She right clicks on the local directory and chooses “set
mount”. Popped form will provide access user name and password.
The defaults are blank. After she confirms, the folder is mountable.

Alice uses laptop and decides to go offline. She wants other users
of VOFS keep on using her files by means of mounting. In client Ul,
she connects to a mount server and uploads the directory and set it
as mountable. She can also set access username and account for
her directory.

Next time when Alice reconnects, she can choose to synchronize
her local folder with the one on mount server.

13. DisableMount

Scenario Name

DisableMount

Actor(s)

Alice: FileUser / All Deriving Actors

Flow of events

Alice wishes to disable the mount directory she previously set. She
right clicks on the mountable local directory and chooses “disable
mount”. (If the folder is not mountable, this option is not seen.) After
she confirms, the folder is no longer mountable.

14. GetMountDirectory

Scenario Name

GetMountDirectory

Actor(s)

Bob: FileUser / All Deriving Actors
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Flow of events

Bob needs to mount Alice’s mount folder. He expands the VOFS
directory tree and right clicks Alice’s folder. If the folder is set as
mountable by Alice already, he can choose “get mount”.
The popped form asks information about the access username and
password and local path / drive Bob wants to mount to.

After Bob confirms, he can access the remote directory in a native
way. Also one entry will be added to Bob’s Ul about his mount
information.

15. RemoveMountDirectory

Scenario Name

GetMountDirectory

Actor(s)

Bob: FileUser / All Deriving Actors

Flow of events

Bob no longer needs to mount Alice’s mount folder. He goes to
mount information in his Ul and deletes the entry of Alice’s directory.
The local path/drive is disconnected from the remote directory.
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Preamble

This document is the appendix | of Deliverable 3.1 "Requirements analysis, design and imple-
mentation plan of Grid4All data storage and sharing facilities”, which comprises the following

parts:

Chapter |
Chapter I
Chapter IlI
Appendix |

Semantic Store
Collaborative Applications
VO-File system

Telex application API

The following persons contributed to this appendix: Jean-Michel Busca INRIA-Regal, Marc
Shapiro INRIA-Regal, Pierre Sutra INRIA-Regal.
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Package

fr.inria.gforge.telex

Provides classes and interfaces of objects instanciated by Telex.
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fr.inria.gforge.telex
Class ClosedDocumentException

j ava. | ang. Obj ect
+-j ava. | ang. Thr owabl e
+-j ava. |l ang. Excepti on
|

+fr.inria.gforge.tel ex. C osedDocunent Excepti on

All Implemented Interfaces:
java.io.Seriaizable

public class ClosedDocumentException
extends java.lang.Exception

Thrown when an application accesses a document that has been closed. The pathname of the document is provided in the detail
message.
Author:

JM. BuscaINRIA/Regad

Constructor Summary

public | O osedDocunent Exception(java.lang. String message)

Methodsinherited from classj ava. | ang. Thr owabl e

filllnStackTrace, getCause, getlLocalizedMessage, getMessage, get StackTrace,
i nitCause, printStackTrace, printStackTrace, printStackTrace, setStackTrace, toString

Methodsinherited from classj ava. | ang. Obj ect

clone, equals, finalize, getd ass, hashCode, notify, notifyAll, toString, wait, wait,
wai t

Constructors

ClosedDocumentException

public O osedDocurent Excepti on(j ava.l ang. String nessage)
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fr.inria.gforge.telex
I nter face Document

public interface Document
extends

A shared document edited by aTel exAppl i cat i on. Thisinterface provides methods for viewing, updating and saving the
document. These methods operate on the persistent state of the document, which comprises:

« A multi-log. It isthe core data structure that represents the current state of the document. It contains a set of Act i ons, bound
by Const r ai nt s, that users submit to update to the document.

* A set of user-defined filters. each user may define its own view of the document, by applying Act i onFi | t er s. Filtersare
named and stored as part of the document state, in a per-user name space.

* aset of per-user snapshots. each user may define St at eSnapshot of the document that are of particular interest to him.
Snapshots are named and stored stored as part of the document state, in a per-user name space.

When the document is open in Tel ex. OpenMbde. READ_ONLY mode, only the methods that do not modify the persistent state of

the document are allowed. When it isopen in Tel ex. OpenMbde. READ WRI TE or Tel ex. OpenMbde. CREATE mode, all of the

methods are allowed. Most of theses methods operate on behalf of the user who invoked the Virtual Machine, hereafter named

invoking user.

Document updating. Invoking user may update the document by adding actions and constraints through the

addAct i on( Acti on), addConstrai nt (Constrai nt) and addFr agment ( Fr agnent ) methods. Telex propagates these
actions and constraints to peer Telex sites when connectivity permits, using a best-effort epidemic replication protocol. Updates to
the document are periodically notified to the application through the Tel exAppl i cat i on. execut e( Docunent ,

Schedul eGener at or) method.

Document viewing. Invoking user may assign a set of filters to the document through the def i neFi | t er (Acti onFil ter) and
therenmoveFi | ter (Acti onFi | t er) methods. Filters are saved as part of the persistent state of the document, in the name space
of invoking user. When invoking user opens a document, the set of filters that he has defined for this document is automatically
restored and applied. This set may be obtained through thel i st Fi | t er s() method.

Document saving. Invoking user may define a set of document snapshots to retain through the

def i neSnapshot ( St at eSnapshot ) and ther enoveSnapshot ( St at eSnapshot ) methods. Snapshots are saved as part of the

persistent state of the document, in the name space of invoking user. The set of snapshots currently defined by invoking user may

be obtained through the | i st Snapshot s() method.

Author:
JM. BuscaINRIA/Regd

Field Summary

public static final DEFAULT_TYPE

The type of a document whose name has no suffix.
Value:

Method Summary

voi d | addAction(Action action)
Adds the specified action to this document.

voi d | addConstraint(Constraint constraint)
Adds the specified constraint to this document.

voi d | addFragment (Fragnent fragment)
Adds the specified multilog fragment to this document.
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void | close()
Closes this document.
bool ean | defineFilter(ActionFilter filter)
Adds the specified action filter to the set defined by invoking user for this document.
bool ean | defi neSnapshot ( St at eSnapshot snapshot)
Adds the specified snasphot to the set defined by invoking user for this document.
bool ean | execut eNow( bool ean force)
Callsthe execut e() method on this document according to the specified mode.
voi d | garbageCol | ect ( St at eSnapshot snapshot)

Garbage-collects the history of this document up to the specified snapshot.

Tel exAppl i cation

get Appl i cation()

Returns the application that is currently editing this document.

java.lang. String

get Type()
Returns the type of this document.

bool ean | isC osed()
Returns the open/closed status of this document.
boolean | isOfline()

Returns the on-line/off-line status of this document.

ActionFilter[]

listFilters()

Returns the set of action filtersthat are currently defined by invoking user for this
document.

St at eSnapshot [ ]

| i st Snapshot s()

Returns the set of snapshots that are currently defined by invoking user for this document.

bool ean | renoveFilter(ActionFilter filter)
Removes the specified action filter from the set defined by invoking user for this document.
bool ean | renpveSnapshot ( St at eSnapshot snapshot)
Removes the specified snaspshot from the set defined by invoking user for this document.
voi d | set Schedul i ngPar anet er s( Schedul i ngPar anet ers par anet ers)
Applies the specified scheduling parameters to this document.
void | startFrom( Schedul e schedul e)
Reguests Telex to start from the specified schedule when generating new schedules.
voi d | voteFor (Schedul e schedul e)

Votes for the specified schedule of actions.

Fields

DEFAULT_TYPE

public static final

java.lang. String DEFAULT_TYPE

The type of a document whose name has no suffix.

Constant value:

(continued on next page)
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(continued from last page)

M ethods

getType
public java.lang. String get Type()

Returns the type of this document. The type of adocument is the suffix of its name, or DEFAULT_TYPE if the name has no
suffix.

Returns:
the string representing the type of this document, possibly DEFAUL_TY PE.

getApplication
public Tel exApplication get Application()

Returns the application that is currently editing this document. This method returns null if this document was automatically
opened because it is bound to another document.

Returns:
the the application that is currently editing this document, or null if thereis no such application.

i1sOffline

public boolean isOfline()

Returns the on-ling/off-line status of this document.

Returns:
t r ue if thisdocument is closed or off-line, and f al se otherwise.

isClosed

public bool ean isC osed()
Returns the open/closed status of this document.

Returns:
t r ue if thisdocument is closed, and f al se otherwise.

close

public void close()
throws java.io.| OException

Closes this document. After this call returns, the application will not be allowed any action on this document, and it will
stop being notified of new events regarding this document.

Throws:
| OExcepti on - if an1/O error occurs.

addAction

public void addAction(Action action)
t hrows C osedDocunentEXCept i on,
'nconpat 1 bl eCpenVbdeExcept i on,
I'mval | dFr agnent Excepti on,
java.io0. TOexception

(continued on next page)
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(continued from last page)
Adds the specified action to this document. Thisis a convenience method which is semantically equivalent to:

Fragment fragnent = new Fragnent();
fragnent . add(action);
addFr agnent (fragnent);

See addFr agnent ( Fr agnent ) for more details.

Parameters:
act i on - the action to add.

Throws:
Cl osedDocunent Except i on - if thisdocument is closed.
I nconpat i bl eOpenModeExcept i on - if this document is opened in read-only mode.
I nval i dFr agnent Excepti on - if the specified action isinvalid.
| OExcepti on - if an I/O error occurs.

addConstraint

public void addConstraint(Constraint constraint)
t hrows C osedDocunent Excepti on,
'nconpat 1 bl eCpenVbdeEXcept i on,
I'mval | dFr agnent Excepti on,
Jjava.1 0. TOexception

Adds the specified constraint to this document. Thisis a convenience method which is semantically equivalent to:

Fragnment fragnent = new Fragnent();
fragnent . add(constraint);
addFragnment (fragnent) ;

See addFr agnent ( Fr agnent ) for more details.

Parameters:
constrai nt -the constraint to add.

Throws:
Cl osedDocunent Except i on - if this document is closed.
I nconpat i bl eOpenMbdeExcept i on - if this document is opened in read-only mode.
I nval i dFr agment Except i on - if the specified constraint isinvalid.
| OExcepti on - if an1/O error occurs.

addFragment

public void addFragnent (Fragnent fragment)
t hrows C osedDocunent EXception,
'nconpat i bl eCpenVbdeEXcept i on,
I'nval | dFr agment Excepti on,
java.i 0. TOexception

(continued on next page)
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(continued from last page)

Adds the specified multilog fragment to this document. This document must be open in read-write mode. The specified
fragment must be valid, which meansthat (i) none of the specified actions must be associated with a document yet, (ii) all
of the specified constraints must bind actions that are either in the specified fragment, or already associated with a
document. When this method returns successfully, the document and timestamp attributes of all of the ctions contained in

the specified fragment are set.

Parameters:
f ragnent - the fragment to add.

Throws:
Cl osedDocunent Except i on - if thisdocument is closed.
I nconpat i bl eOpenMbdeExcept i on - if this document is opened in read-only mode.
I nval i dFr agnent Except i on - if the specified fragment isinvalid.
| OExcepti on - if an I/O error occurs.

executeNow

publ i c bool ean execut eNow bool ean force)

Callstheexecut e() method on this document according to the specified mode. Re-generation of sound schedulesis not
necessary if (1) no action or constraint has been added to the document (ii) the set of active filters has not changed since the
last time the execute() method was called. Nonethel ess, the execution of the method can be forced in this case by setting
the parameter of this method to true. If the execute() method is actually called, it excutes within the current (invoking)
thread, and completes before this method returns.

Parameters:
f or ce - the execute() method is called unconditionally when true, or only if necessary when false.

Returns:
trueif the execute() has been called, and false otherwise.

startFrom

public void startFron{Schedul e schedul e)
t hrows C osedDocunentEXception,
I'nconpat | bl eCpenNVbdeExcept i on,
'mval I dSchedul eExcepii on

Requests Telex to start from the specified schedule when generating new schedules. The request takes effect for schedules
provided through the callsto the execut e() that are made after this method returns.

Parameters:
schedul e - the schedule to start from.

Throws:
Cl osedDocunent Except i on - if thisdocument is closed.
I nconpat i bl eOpenMbdeExcept i on - if this document is opened in read-only mode.
I nval i dSchedul eExcept i on - if the specified schedule does not relate to this document.

voteFor

public void voteFor (Schedul e schedul e)
t hrows C osedDocunent EXCepti on,
I'nconpat | bl eCpenNVbdeExcept i on,
I'mval I dSchedul eExcepiion,
Java.1 0. TOException

Votes for the specified schedule of actions. [...]

Parameters:
schedul e - the schedule to vote for.

(continued on next page)
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(continued from last page)

Throws:
Cl osedDocunent Except i on - if this document is closed.
I nconpat i bl eOpenModeExcept i on - if this document is opened in read-only mode.
I nval i dSchedul eExcept i on - if the specified schedule is not legal.
| OExcepti on - if an /O error occurs.

setSchedulingPar ameter s

public voi d set Schedul i ngPar anmet er s( Schedul i ngPar anet ers par anet er s)

Applies the specified scheduling parameters to this document. [ ...]

Parameters:
par anmet er s - the scheduling parameters to apply.

defineFilter

public bool ean defineFilter(ActionFilter filter)
t hrows C osedDocunent Excepiion,
I'nconpat | bl eCpenNMbdeEXcept i on,
Java.1o. TOexception

Adds the specified action filter to the set defined by invoking user for this document. If this method returns successfully,
the specified filter is permanently saved as part of the persistent state of this document. This method itself does not force
immediate re-generation of sound schedules: call the execut eNow( bool ean) method to do so.

Parameters:
filter -thefilter to define.

Returns:
true if thefilter is actually added, and falseif the filter already existed for invoking user.

Throws:
Cl osedDocunent Except i on - if thisdocument is closed.
I nconpat i bl eOpenModeExcept i on - if this document is opened in read-only mode.
| OExcepti on - if an1/O error occurs.

removeFilter

publ i c bool ean renmoveFilter(ActionFilter filter)
t hrows C osedDocunent Excepiion,
'nconpat 1 bl eCpenVbdeEXcept i on,
Java. 1 0. TOException

Removes the specified action filter from the set defined by invoking user for this document. If the method returns
successfully, the specified filter is permanently removed from the persistent state of this document. This method itself does
not force immediate regeneration of sound schedules: call the execut eNow( bool ean) method to do so.

Parameters:
filter -thefilter to remove.

Returns:
trueif thefilter is actually removed, and false if the filter did not exist for invoking user.

Throws:
Cl osedDocunent Except i on - if thisdocument is closed.
I nconpat i bl eOpenMbdeExcept i on - if this document is opened in read-only mode.
| OExcepti on - if an1/O error occurs.
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listFilters

public ActionFilter[] listFilters()
t hr ows O 0sedDocunent Except i on,
Java.10. TOException

Returns the set of action filters that are currently defined by invoking user for this document.

Returns:
the current set of action filters.

Throws:
Cl osedDocunent Except i on - if thisdocument is closed.

| OExcepti on - if an I/O error occurs.

defineSnapshot

publ i c bool ean defi neSnapshot ( St at eSnapshot snapshot)
t hrows C osedDocunent Except i on,
'nconpati bl eCpenVbdeEXcept i on,
java. 1 0. TOexception

Adds the specified snasphot to the set defined by invoking user for this document. If this method returns successfully, the
specified snapshot is permanently saved as part of the persistent state of this document.

Parameters:
snapshot - the snasphot to define.

Returns:
true if the snapshot is actually saved under its name, and false if a snapshot with the same name already existed for

invoking user.

Throws:
Cl osedDocunent Except i on - if thisdocument is closed.
I nconpat i bl eOpenModeExcept i on - if this document is opened in read-only mode.

| OExcepti on - if an I/O error occurs.

removeSnapshot

publ i ¢ bool ean renmoveSnapshot ( St at eSnapshot snapshot)
t hrows C osedDocunent Excepti on,
'nconpat 1 bl eCpenNMbdeExcept i on,
Java. 1 0. TOException

Removes the specified snaspshot from the set defined by invoking user for this document. If the method returns
successfully, the specified snapshot is permanently deleted from the persistent state of this document.

Parameters:
snapshot - the snasphot to remove.

Returns:
trueif the snapshot is actually removed, and false if the snapshot was not saved for invoking user.

Throws:
Cl osedDocunent Except i on - if thisdocument is closed.
I nconpat i bl eOpenModeExcept i on - if this document is opened in read-only mode.

| OExcepti on - if an I/O error occurs.

(continued on next page)
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fr.inriagforge.telex.Document

(continued from last page)

listSnapshots

public StateSnapshot[] |istSnhapshots()
t hr ows T 0sedDocunent Except i on

Returns the set of snapshots that are currently defined by invoking user for this document.

Returns:
the current set of snasphots.

Throws:
Cl osedDocunent Except i on - if thisdocument is closed.

gar bageCollect

public void garbageCol | ect (St at eSnapshot snapshot)
t hrows C osedDocunent Excepti on,
'nconpat 1 bl eCpenNVbdeExcept i on,
java.1 0. Fi T eNot FoundExcepti on,
I nval i dDocunent St at eExcepti on,
Java.1o0. TOexception

Garbage-collects the history of this document up to the specified snapshot. The specified snapshot must be in the current
set of snapshots defined by invoking user. It must be also materialized and stable.

Parameters:
snapshot - the state up to which garbage-collect this document.

Throws:
Cl osedDocunent Except i on - if thisdocument is closed.
I nconpat i bl eOpenModeExcept i on - if this document is opened in read-only mode.
Fi | eNot FoundExcept i on - if the specified state is not found.
I nval i dDocument St at eExcept i on - if the specified state is not stable.
| OExcepti on - if an1/O error occurs.
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fr.inria.gforge.telex
Class | ncompatibleOpenM odeException

j ava. | ang. Obj ect
+-j ava. | ang. Thr owabl e
+-j ava. |l ang. Excepti on
|+—fr. inria.gforge.tel ex. | nconpati bl eCpenModeExcepti on

All Implemented Interfaces:
java.io.Seriaizable

public class | ncompatibleOpenM odeException
extends java.lang.Exception

Thrown when a application writes to a document opened in read-only mode. The pathname of the document is provided in the
detail message.
Author:

JM. BuscaINRIA/Regad

Constructor Summary

public | Inconpatibl eOpenMbdeException(java.lang. String nmessage)

Methodsinherited from classj ava. | ang. Thr owabl e

filllnStackTrace, getCause, getlLocalizedMessage, getMessage, get StackTrace,
i nitCause, printStackTrace, printStackTrace, printStackTrace, setStackTrace, toString

Methodsinherited from classj ava. | ang. Obj ect

clone, equals, finalize, getd ass, hashCode, notify, notifyAll, toString, wait, wait,
wai t

Constructors

I ncompatibleOpenM odeException
public Inconpatibl eQpenMbdeException(java.lang. String nessage)
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fr.inria.gforge.telex
Class I nvalidDocumentFor matException

j ava. | ang. Obj ect
+-j ava. | ang. Thr owabl e
+-j ava. |l ang. Excepti on
|

+fr.inria.gforge.tel ex. | nval i dDocunent For mat Excepti on

All Implemented Interfaces:
java.io.Seriaizable

public class I nvalidDocumentFor matException
extends java.lang.Exception

Thrown when an application accesses a document whose internal structureis not valid. The pathname of the document is provided
in the detail message.
Author:

JM. BuscaINRIA/Regad

Constructor Summary

public | InvalidDocunment For mat Excepti on(java.lang. String nessage)

Methodsinherited from classj ava. | ang. Thr owabl e

filllnStackTrace, getCause, getlLocalizedMessage, getMessage, get StackTrace,
i nitCause, printStackTrace, printStackTrace, printStackTrace, setStackTrace, toString

Methodsinherited from classj ava. | ang. Obj ect

clone, equals, finalize, getd ass, hashCode, notify, notifyAll, toString, wait, wait,
wai t

Constructors

I nvalidDocumentFor matException

public InvalidDocunent Format Excepti on(java.lang. Stri ng nessage)
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fr.inria.gforge.telex
Class | nvalidDocumentStateException

j ava. | ang. Obj ect
+-j ava. | ang. Thr owabl e
+-j ava. |l ang. Excepti on
|

+fr.inria.gforge.telex.|nvalidDocunent St ateException

All Implemented Interfaces:
java.io.Seriaizable

public class InvalidDocumentStateException
extends java.lang.Exception

Thrown when an application garbage-collects a document up to a state that is not valid. The name of the stateis provided in the
detail message.
Author:

JM. BuscaINRIA/Regad

Constructor Summary

public | InvalidDocunent StateException(java.lang. String nmessage)

Methodsinherited from classj ava. | ang. Thr owabl e

filllnStackTrace, getCause, getlLocalizedMessage, getMessage, get StackTrace,
i nitCause, printStackTrace, printStackTrace, printStackTrace, setStackTrace, toString

Methodsinherited from classj ava. | ang. Obj ect

clone, equals, finalize, getd ass, hashCode, notify, notifyAll, toString, wait, wait,
wai t

Constructors

I nvalidDocument StateException

public InvalidDocunent StateException(java.lang.String nessage)
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fr.inria.gforge.telex
Class | nvalidFragmentException

j ava. | ang. Obj ect
+-j ava. | ang. Thr owabl e
+-j ava. |l ang. Excepti on
|

+fr.inria.gforge.tel ex. | nvalidFragnent Excepti on

All Implemented Interfaces:
java.io.Seriaizable

public class InvalidFragmentException
extends java.lang.Exception

Thrown when an application passes as parameter afragment that is not valid. Theid of the fragment is provided in the detail
message.
Author:

JM. BuscaINRIA/Regad

Constructor Summary

public | InvalidFragment Exception(java.lang.String nessage)

Methodsinherited from classj ava. | ang. Thr owabl e

filllnStackTrace, getCause, getlLocalizedMessage, getMessage, get StackTrace,
i nitCause, printStackTrace, printStackTrace, printStackTrace, setStackTrace, toString

Methodsinherited from classj ava. | ang. Obj ect

clone, equals, finalize, getd ass, hashCode, notify, notifyAll, toString, wait, wait,
wai t

Constructors

InvalidFragmentException

public InvalidFragnent Exception(java.lang. String nessage)
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fr.inria.gforge.telex
Class | nvalidScheduleException

j ava. | ang. Obj ect
+-j ava. | ang. Thr owabl e
+-j ava. |l ang. Excepti on
|

+fr.inria.gforge.tel ex. | nvalidSchedul eExcepti on

All Implemented Interfaces:
java.io.Seriaizable

public class I nvalidScheduleException
extends java.lang.Exception

Thrown when an application passes as parameter a schedule that is not valid. The id of the schedule is provided in the detail
message.
Author:

JM. BuscaINRIA/Regad

Constructor Summary

public | InvalidSchedul eException(java.lang.String nessage)

Methodsinherited from classj ava. | ang. Thr owabl e

filllnStackTrace, getCause, getlLocalizedMessage, getMessage, get StackTrace,
i nitCause, printStackTrace, printStackTrace, printStackTrace, setStackTrace, toString

Methodsinherited from classj ava. | ang. Obj ect

clone, equals, finalize, getd ass, hashCode, notify, notifyAll, toString, wait, wait,
wai t

Constructors

I nvalidScheduleException

public InvalidSchedul eException(java.lang. String nessage)

D 3.1 — Appendix | Page 15 of 87



fr.inriagforge.telex.Schedule

fr.inria.gforge.telex
I nter face Schedule

public interface Schedule
extends

A schedule of Act i onsto be applied on aTelex Docunent . It is defined by the sequence of actions to apply and the
Docunent St at e to start from. A schedule isidentified by anid of type String assigned by Telex when generating the schedule. A
schedule only contains actions that belong to the document it relates to.
Author:
JM. BuscaINRIA/Regd

Method Summary

Action[] get Acti ons()
Returns the sequence of actions corresponding to this schedule.

Docunent get Docunent ()
Returns the document this schedule rel ates to.

java.lang. String | getld()
Returns the unique Id of this schedule.

Action[] get NonActi ons()
Returns the set of action that are excluded from this shedule.

Schedul e[ ] get Schedul es()

Returnsthe list of schedules that this schedule correspondsto in the case of bound
documents.

Docunment State | getState()
Returns the document state this schedule must be applied on.

M ethods

getState
publ i c Document St at e get State()

Returns the document state this schedule must be applied on.

Returns:
the document state this schedule must be applied on.

getActions
public Action[] getActions()

Returns the sequence of actions corresponding to this schedule.

Returns:
the sequence of actions corresponding to this schedule.
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getNonActions
public Action[] getNonActions()

Returns the set of action that are excluded from this shedule. These action are excluded because they conflict with actions
that belong to this schedule. The set of non actionsis computed on demand.

Returns:
the set of action that are excluded from this shedule.

getld
public java.lang. String getld()

Returns the unique Id of this schedule.

Returns:
the unique Id of this schedule.

getDocument
publ i c Docunent get Docunent ()

Returns the document this schedul e rel ates to.

Returns:
the document this schedule rel ates to.

getSchedules
public Schedul e[] get Schedul es()

Returnsthe list of schedules that this schedule corresponds to in the case of bound documents.

Returns:
thelist of schedules that this schedule correspondsto, or null if this schedule does not.
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fr.inria.gforge.telex
Class Telex

j ava. | ang. Obj ect

+fr.inria.gforge.tel ex. Tel ex

public abstract class Telex
extends java.lang.Object

The main class of the Telex middleware. Several Tel exAppl i cat i on may run concurrently within asingle Virtual Machine and
use the services of Telex. Each application must first create ainstance of Telex associated with it. Using this instance, the
application may then open Telex Docunent s.

An application may process documents of various types. The type of a document is defined by the suffix of its name, e.g. "tdoc".
Telex alows an application to associate Pr ocessi ngPar anet er s with each of the document types it handles. When opening a
document, Telex will apply to the document the parameters corresponding to its type. Note that the same document type may be
registered by several applicationsin their respective Telex instance.

Each application may open one or more documents. The number of documents that can be opened is only limited by system
ressources, mainly memory. A document that already exists may be open in either Tel ex. OpenMbde. READ_ONLY or

Tel ex. OpenMbde. READ_WRI TE mode. A new document may be created by opening it in Tel ex. OpenMbde. CREATE mode. All
opened documents are automatically closed when the Virtual Machine exits.

All applications running in a Virtual Machine execute on behalf of the user who invoked the VM. All the actions and all the
constraints that these applications create will be attributed to this user. All Telex documents that these applications create will be
owned by this user.

Depending on the value of the telex.mode java property, the Telex middleware may run in two modes:

» Stand-alone mode (telex.mode="standalone"). In this mode, Telex peers communicate through a P2P communication library.
Each peer isresponsible for keeping its own replica of the multi-log up-to-date. Telex manages only one document, and peers
are known via static configuration files.

 Grid4All mode (telex.mode="grid4all"). In this mode, Telex relies on the underlying distributed file system for storing and
replicating multi-logs, and for transmitting messages between Telex peers. Telex can handle several documents and the peers
accessing a given document are determined dynamically.

Author:
JM. Busca INRIA/Regd

Nested Class Summary

class | Tel ex. OpenMbde

Telex.OpenMode

Constructor Summary

prot ect ed ‘ Tel ex()

Method Summary

static Telex | getlnstance(Tel exApplication application)

Creates a Telex instance for the specified Telex application.
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static Tel ex

get I nstance(Tel exApplicati on application, ProcessingParaneters

par anet ers)

Creates a Telex instance for the specified Telex application and registers its default
processing parameters.

static User

get I nvoki ngUser ()

Returnsthe Id of the user who has invoked this Virtual Machine.

static bool ean

i sSt andal oneMode()
Indicates whether Telex is running in stand-alone mode in this Virtual Machine.

Docunent

openDocunent (j ava. |l ang. Stri ng pat hnane)

Opens the Telex document with the specified pathname in READ_WRI TE mode.

abstract Docunent

openDocunent (j ava. |l ang. String pat hname, Tel ex. OpenMode node)

Opens the Telex document with the specified pathname in the specified mode.

abstract bool ean

regi ster Type(j ava.l ang. String type, ProcessingParaneters paraneters)

Registers the specified document type in this Telex instance and associates it with the

specified processing parameters.

Methodsinherited from classj ava. | ang. Obj ect

cl one, equals, finalize, getC ass, hashCode, notify, notifyAll, toString, wait,

wai t

wai t,

Constructors

Telex
protected Tel ex()

M ethods

getlnstance

public static Tel ex getlnstance(Tel exApplication application)

Creates a Telex instance for the specified Telex application. No document type is registered in this Telex instance after this

method returns. The application must define at least one document type by calling ther egi st er Type( St ri ng,

Pr ocessi ngPar anet er s) method to be allowed to open documents.

Parameters:

appl i cati on - the Telex application that registers.

Returns:

a Telex instance associated with application.

getlnstance

public static Tel ex getlnstance(Tel exApplication application,
Processi ngPar anet ers paraneters)
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frinriagforge.telex. Telex

(continued from last page)
Creates a Telex instance for the specified Telex application and registers its default processing parameters. Thisisa
convenience method that is equivalent to:

Tel ex instance = Tel ex. getlnstance(application);
i nst ance. regi st er Type( DEFAULT_TYPE, paraneters);

Parameters:
appl i cati on - the Telex application that registers.
par amet er s - the default processing parameters for application.

Returns:
a Telex instance associated with application.

getl nvokingUser
public static User getlnvoki ngUser ()

Returns the Id of the user who has invoked this Virtual Machine. This user will be attributed all actions created within this
VM and he will own all documents created within this VM.

Returns:
the Id of the user who has invoked this VM.

iIsStandaloneM ode

public static bool ean i sStandal oneMode()

Indicates whether Telex isrunning in stand-alone mode in this Virtual Machine. If so, the behaviour of the following
methods is affected: openDocunent (), Docunment . i sOfF f 1 i ne(), [...]. See the description of these methods for more
information.

Returns:
true if Telex runsin stand-alone mode, and f al se otherwise.

register Type

public abstract bool ean registerType(java.lang. String type,
Pr ocessi ngPar anet ers par anet ers)

Registers the specified document type in this Telex instance and associates it with the specified processing parameters. If
the specified type is Document . DEFAULT_TYPE, the specified parameters will be applied to documents whose typeis not
otherwise registered. A given document type can only be registered once: subsequent attempts to register it again will fail,
asindicated by the value returned by this method.

Parameters:
t ype - the document type to register.
par amet er s - the processing parameters for type.

Returns:
trueif the type was registered successfully, and false if the type was aready registered.
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(continued from last page)

openDocument

publ i c Docunment openDocunent (java.lang. String pat hnane)
t hr ows UnknownDocunent TypeExcept i on,
Jjava.1 0. Fi T eNot FoundExcepti on,
java.io. | CException,
I nval i dDocunent For mat Excepti on

Opens the Telex document with the specified pathname in READ WRI TE mode.

Parameters:
pat hnane - the pathname of the document.

Returns:
the corresponding Docunent object.

Throws:
UnknownDocunent TypeExcept i on - if the type of the document is not registered.

Fi | eNot FoundExcept i on - if the document is not found.

| OExcepti on - if an I/O error occurs.
I nval i dDocument For mat Except i on - if theinternal structure of the document isincorrect.

openDocument
public abstract Docunent openDocunent (java.lang. String pathnane,

Tel ex. OpenMbde node)

t hr ows UnknownDocunent TypeExcepti on,
Java.1o0. Fi T eNot FoundExcepti on,
j ava.io. | CExcepti on,
I nval i dDocunent For mat Excepti on

Opens the Telex document with the specified pathname in the specified mode. The type of the document, or the
Docurnent . DEFAULT_TYPE type, must be registered for the call to succeed. The specified document will be processed

according to the parameters associated with its type.

Parameters:
pat hnane - the pathname of the document.
node - the mode in which to open the document.

Returns:
the corresponding Docunent object.

Throws:
UnknownDocunent TypeExcept i on - if the type of the document is not registered.

Fi | eNot FoundExcept i on - if the document is not found.

| OExcepti on - if an I/O error occurs.
I nval i dDocunent For mat Except i on - if theinternal structure of the document isincorrect.
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fr.inria.gforge.telex
Class Telex.OpenM ode

j ava. | ang. Obj ect

+-j ava. | ang. Enum

+fr.inria.gforge.tel ex. Tel ex. OpenMode

All Implemented Interfaces:
javaio.Seridizable, javalang.Comparable

public static final class Telex.OpenM ode
extends java.lang.Enum

The open mode of aTelex Docunent .

Field Summary

public static final CREATE
Create the specified document if it does not exist, and open it in read-write mode.

public static final READ_ONLY
Open the specified document in read-only mode.

public static final READ WRI TE
Open the specified document in read-write mode.

Method Summary

static Tel ex. OpenMode | val ueOf (j ava.l ang. String nane)

static | val ues()
Tel ex. Openhbde| ]

Methodsinherited from classj ava. | ang. Enum

cl one, conpareTo, equals, getDeclaringd ass, hashCode, nanme, ordinal, toString,
val ueOX

Methodsinherited from classj ava. | ang. Obj ect

cl one, equals, finalize, getC ass, hashCode, notify, notifyAll, toString, wait, wait,
wai t

Methodsinherited from interfacej ava. | ang. Conpar abl e

conpar eTo

Fields
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(continued from last page)

READ_ONLY
public static final fr.inria.gforge.tel ex. Tel ex. OpenMbde READ ONLY

Open the specified document in read-only mode.

READ_WRITE
public static final fr.inria.gforge.telex. Tel ex. OpenMbde READ WRI TE

Open the specified document in read-write mode.

CREATE
public static final fr.inria.gforge.telex. Tel ex. OpenMbde CREATE

Create the specified document if it does not exist, and open it in read-write mode.

M ethods

values
public final static Tel ex. OpenMbde[] val ues()

valueOf

public static Tel ex. OpenMode val ueOf (j ava.l ang. Stri ng nane)
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fr.inria.gforge.telex
Class UninstantiableClassException

j ava. | ang. Obj ect
+-j ava. | ang. Thr owabl e
+-j ava. |l ang. Excepti on
|

+fr.inria.gforge.tel ex. Uninstantiabl ed assException

All Implemented Interfaces:
java.io.Seriaizable

public class UninstantiableClassException
extends java.lang.Exception

Thrown when an application provides a parameter class that can not be instanciated. The name of the classis provided in the detail
message.
Author:

JM. BuscaINRIA/Regad

Constructor Summary

public | Uninstantiabl eCl assException(java.lang. String nessage)

Methodsinherited from classj ava. | ang. Thr owabl e

filllnStackTrace, getCause, getlLocalizedMessage, getMessage, get StackTrace,
i nitCause, printStackTrace, printStackTrace, printStackTrace, setStackTrace, toString

Methodsinherited from classj ava. | ang. Obj ect

clone, equals, finalize, getd ass, hashCode, notify, notifyAll, toString, wait, wait,
wai t

Constructors

UninstantiableClassException

public Uninstantiabl el assException(java.lang. String nessage)
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fr.inria.gforge.telex
Class UnknownDocument TypeException

j ava. | ang. Obj ect
+-j ava. | ang. Thr owabl e
+-j ava. |l ang. Excepti on
|

+-fr.inria.gforge.tel ex. UnknownDocunent TypeExcepti on

All Implemented Interfaces:
java.io.Seriaizable

public class UnknownDocument TypeException
extends java.lang.Exception

Thrown when an application accesses a document whose type is not registered. The pathname of the document is provided in the
detail message.
Author:

JM. BuscaINRIA/Regad

Constructor Summary

public | UnknownDocunent TypeExcepti on(j ava.l ang. String nmessage)

Methodsinherited from classj ava. | ang. Thr owabl e

filllnStackTrace, getCause, getlLocalizedMessage, getMessage, get StackTrace,
i nitCause, printStackTrace, printStackTrace, printStackTrace, setStackTrace, toString

Methodsinherited from classj ava. | ang. Obj ect

clone, equals, finalize, getd ass, hashCode, notify, notifyAll, toString, wait, wait,
wai t

Constructors

UnknownDocumentTypeException

publ i ¢ UnknownDocunent TypeExcepti on(j ava. |l ang. String nessage)
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fr.inria.gforge.telex
Class User

j ava. | ang. Obj ect
+fr.inria.gforge.tel ex. User

All Implemented Interfaces:
java.lang.Comparable, java.security.Principal

public class User
extends java.lang.Object
implements java.security.Principal, javalang.Comparable

The description of aTel exAppl i cat i on user. Each user isuniquely identified throughout the system by an id of type long.

This class has a natural ordering consistent with equal s() . Moreover, objects of this class are canonical: no two distinct
instances of this class may be equals().
Author:

JM. BuscaINRIA/Regad

Field Summary

public static final NOBODY
The nobody user.

Method Summary

int conpar eTo(User to)

static User get I nstance(long id)
Returns the description of the user with the specified id.

java.lang. String | getName()

java.lang. String | toString()

Methodsinherited from classj ava. | ang. Obj ect

cl one, equals, finalize, getd ass, hashCode, notify, notifyAll, toString, wait, wait,
wai t

Methodsinherited from interfacej ava. security. Pri nci pal

equal s, getNanme, hashCode, toString

Methodsinherited from interfacej ava. | ang. Conpar abl e

conpareTo

Fields
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(continued from last page)

NOBODY
public static final fr.inria.gforge.tel ex.User NOBODY

The nobody user.

M ethods

getlnstance

public static User getlnstance(long id)
Returns the description of the user with the specified id.

Parameters:
i d - theid of the user to look up.

Returns:
the description of the user with the specified id.

toString
public java.lang. String toString()

getName
public java.lang. String get Name()

compareTo
public int conpareTo(User to)
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Package

fr.inria.gforge.telex.application

Provides classes and interfaces of objects instanciated by Telex applications.
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fr.inria.gforge.telex.application
ClassAction

j ava. | ang. Obj ect

+fr.inria.gforge.tel ex.application.Action

public class Action
extends java.lang.Object

The generic representation of an action in Telex. As defined by the ACF, an action represent an operation on aDocunent . It has
several generic attributes that applications may use as Act i onFi | t er criteria. It also defines the application-specific keys
attribute, which Telex uses to determine whether to call the appropriate Const r ai nt Checker . All of these attributes are
immutable and they are all set when the action is created, except the document and timestamp attributes. These are set after a
sucessfull call to Docunent . addFr agnment ( Fr agnent ) .

Unlike Const r ai nt s, an action may belong to only one document. The triple (document, issuer, timestamp) uniquely identifies an
action throughout the system. See the Const r ai nt class on how constraints between actions are generated.

The keys of an action are a set of int values representing the application object that the action targets. Action keys are used to
improve performance of constraint checking by avoiding unnecessary callsto the constraint checker. Given two actions of the same
document, issued by distinct users, Telex callsthe Const r ai nt Checker . get Const rai nt s(Acti on, Action) methodiif the
key sets of the two actions intersect.

This classis meant to be sub-classed by Telex applicationsin order to define application-specific attributes such as the operation
that the action represents, its parameters, etc. These attributes will be stored in the multi-log along the generic attributes and they
will be transmitted to other peer Telex instances.
Author:

JM. Busca INRIA/Regal

Field Summary

public static final

INIT
The INIT special action as defined by the ACF.

Constructor Summary

public | Action()
Creates a new action with no associated action key.
public | Action(int[] keys)

Creates a new action associated with the specified keys.

Method Summary

Docunent get Docunent ()
Returns the Telex document this action belongs to.

User get I ssuer ()
Returns the user who created this action.

int[] get Keys()
Returns the keys associated with this action.

Il ong | getTine()
Returns the time this action was generated.
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I ong | getTi mestanp()
Returns the timestamp of this action.

voi d | set Docunent (Docunent | npl docunent)
Deprecated.

void | setTinmestanp(long tinestan)
Deprecated.

java.lang. String | toString()

Methodsinherited from classj ava. | ang. Obj ect

clone, equals, finalize, getd ass, hashCode, notify, notifyAll, toString, wait, wait,
wai t

Fields

INIT

public static final fr.inria.gforge.tel ex.application.Action INIT

The INIT specia action as defined by the ACF. By convention, this action isissued by user User . NOBODY at time 0. It has
no associated key, it belongs to no specific document and it has an offset of 0.

Constructors

Action
public Action()

Creates a new action with no associated action key.

Action
public Action(int[] keys)

Creates a new action associated with the specified keys.

M ethods

toString
public java.lang. String toString()

getKeys
public final int[] getKeys()

Returns the keys associated with this action. If this action is not associated with any action key, this method returns null.
This attribute is set by Action constructors.

Returns:
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the keys associated with this action, or null if no action key is associated with this action.

getlssuer

public final User getlssuer()

Returns the user who created this action. It is the user who invoked the Vitual Machine within which this action has been

created. This attribute is set by Action constructors.

Returns:
the Id of the user who created this action.

getTime
public final 1ong getTine()
Returns the time this action was generated. It is the time read on the system clock of the site that issued this action. This

attribute should be considered with caution, since the system clocks of cooperating sites may not be accurate and/or
synchronized. This attribute is set by Action constructors.

Returns:
the time this action was generated.

setDocument

public final void setDocunent (Docunent!|npl docunent)
Deprecated.

For Telex'sinterna use only.

getDocument

public final Document getDocunent ()

Returns the Telex document this action belongs to. This attribute is set after a successful call to the
Docurnent . addFr agnment ( Fr agnent ) with this action as parameter. Before such a call is made, this attribute is null.

Returns:

the Telex document this action belongsto, or null if no call to addFragment() with this action as parameter ever
succeeded.

getTimestamp
public final |ong getTinestanp()

Returns the timestamp of this action. This attribute is set after a successful cal to the
Docurnent . addFr agment ( Fr agnent ) with this action as parameter. Before such acall is made, this attribute is-1.

Returns:
the timestamp of this action, or -1 if no call to addFragment() with this action as parameter ever succeeded.

setTimestamp

public final void setTinestanp(long tinmestanp)
Deprecated.

For Telex'sinterna use only.
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fr.inria.gforge.telex.application
Class ActionFilter

j ava. | ang. Obj ect
+fr.inria.gforge.telex.application.ActionFilter
All Implemented Interfaces:
java.io.Seriaizable

Direct Known Subclasses:
RetainThisDocumentActionsOnly, ExcludeTheseUsersActions, RetainTheseUsersActionsOnly,
RefanMyActionsOnly

public abstract class ActionFilter
extends java.lang.Object
implements java.io.Serializable

An object that specifies Act i onsto exclude from the view of aDocunent . An action filter may be associated with one or more
documents by calling the Docunent . def i neFi | t er (Acti onFi | t er) method.

An action filter may be activated or de-activated by calling the set Acti ve( bool ean) method. The change of activity status
appliesto all documents that the filter is associated with. When generating sound Schedul es on the document, only the active
filters of the document are applied. The activity status of an action filter is saved as part of the persistent state of each of the
documentsit is associated with when closing the document.

This class may be sub-classed by applications, for instance to provide methods for naming and/or describing afilter. A filter must

be serializable in order to be saved as part of the persistent state of a document. This class provides several filters of general

interest, asthe Acti onFi | t er . Ret ai nMyAct i onsOnl y filter.

Author:
P. SutraINRIA/Regal, M. Busca INRIA/Regal

Nested Class Summary

cl ass ActionFilter.Excl udeTheseUser sActi ons
ActionFilter.ExcludeTheseUsersActions

class | ActionFilter.Retai nM/ActionsOnly
ActionFilter.RetainMyActionsOnly

class | ActionFilter.Retai nTheseUsersActionsOnly
ActionFilter.RetainTheseUsersActionsOnly

class | ActionFilter. RetainThi sDocument Acti onsOnly
ActionFilter.RetainThisDocumentActionsOnly

Constructor Summary

public | ActionFilter()
Creates an active action filter.
public | ActionFilter(bool ean active)

Creates an action filter with the specified activity status.

Method Summary
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bool ean | isActive()
Determines whether this action filter is active.

abstract boolean | isFiltered(Action a)
Determines whether the specified action must be filtered out.

void | setActive(bool ean on)
Sets the activity status of this action filter to the specified value.

Methodsinherited from classj ava. | ang. Obj ect

clone, equals, finalize, getd ass, hashCode, notify, notifyAll, toString, wait, wait,
wai t

Constructors

ActionFilter
public ActionFilter()

Creates an active action filter.

ActionFilter

public ActionFilter(bool ean active)
Creates an action filter with the specified activity status.

Parameters:
acti ve - the activity status of the new action filter.

M ethods

setActive

public final void setActive(bool ean on)

Sets the activity status of this action filter to the specified value.

Parameters:
on - trueisthisfilter must be activated, and falseif thisfilter must be de-activated.

iISActive
public final bool ean isActive()
Determines whether this action filter is active.

Returns:
trueisthis action filter is active, and false otherwise.

isFiltered

public abstract boolean isFiltered(Action a)
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(continued from last page)
Determines whether the specified action must be filtered out. This method is meant to be overriden by sub-classes: no
default implementation is provided.

Parameters:
a - the action to check.

Returns:
true if the action must be filtered out, and false otherwise.
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fr.inria.gforge.telex.application
Class ActionFilter .RetainM yActionsOnly

j ava. | ang. Obj ect

+fr.inria.gforge.tel ex.application.ActionFilter

I+—fr. inria.gforge.tel ex.application.ActionFilter.Retai nM/Acti onsOnly

All Implemented Interfaces:
java.io.Serializable

public static class ActionFilter . RetainM yActionsOnly
extends ActionFilter

An action filter that retains only the actions that are issued by invoking user.
Author:
JM. Busca INRIA/Regal

Constructor Summary

public | ActionFilter.Retai nM/ActionsOnly()
An action filter that retains only the actions that are issued by invoking user.

Method Summary

bool ean | isFiltered(Action a)

Methodsinherited from classfr. i nri a. gf orge. t el ex. appl i cation. ActionFilter

i sActive, isFiltered, setActive

Methodsinherited from classj ava. | ang. Obj ect

clone, equals, finalize, getd ass, hashCode, notify, notifyAll, toString, wait, wait,
wai t

Constructors

ActionFilter .RetainMyActionsOnly
public ActionFilter.Retai nMyActi onsOnly()

An action filter that retains only the actions that are issued by invoking user.

M ethods

isFiltered

public final boolean isFiltered(Action a)
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Determines whether the specified action must be filtered out. This method is meant to be overriden by sub-classes: no
default implementation is provided.
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fr.inria.gforge.telex.application
Class ActionFilter .RetainTheseUser sActionsOnly

j ava. | ang. Obj ect

+fr.inria.gforge.tel ex.application.ActionFilter

I+—fr. inria.gforge.tel ex.application.ActionFilter. Retai nTheseUsersActionsOnly

All Implemented Interfaces:
java.io.Serializable

public static class ActionFilter .RetainT heseUser sActionsOnly
extends ActionFilter

An action filter that retains only the actions that are issued by a set of users.
Author:
JM. Busca INRIA/Regal

Constructor Summary

public | ActionFilter.Retai nTheseUsersActionsOnly(java.util.Collection users)

Creates an action filter that retains only the actions that are issued by the specified set of
users.

Method Summary

bool ean | isFiltered(Action a)

Methodsinherited from classfr.inri a. gf orge. tel ex. appli cati on. ActionFilter

i sActive, isFiltered, setActive

Methodsinherited from classj ava. | ang. Obj ect

clone, equals, finalize, getd ass, hashCode, notify, notifyAl, toString, wait, wait,
wai t

Constructors

ActionFilter RetainTheseUser sActionsOnly

public ActionFilter.Retai nTheseUsersActionsOnly(java.util.Collection users)

Creates an action filter that retains only the actions that are issued by the specified set of users.

M ethods

isFiltered

public final boolean isFiltered(Action a)
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Determines whether the specified action must be filtered out. This method is meant to be overriden by sub-classes: no
default implementation is provided.
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fr.inria.gforge.telex.application
Class ActionFilter . ExcludeT heseUser sActions

j ava. | ang. Obj ect

+fr.inria.gforge.tel ex.application.ActionFilter

I+—fr. inria.gforge.tel ex.application.ActionFilter.ExcludeTheseUsersActions

All Implemented Interfaces:
java.io.Serializable

public static class ActionFilter .ExcludeT heseUser sActions
extends ActionFilter

An action filter that excludes all the actions that are issued by a set of users.
Author:
JM. Busca INRIA/Regal

Constructor Summary

public | ActionFilter.ExcludeTheseUsersActions(java.util.Collection users)

Creates an action filter that excludes all the actions that are issued by the specified set of
users.

Method Summary

bool ean | isFiltered(Action a)

Methodsinherited from classfr.inri a. gf orge. tel ex. appli cati on. ActionFilter

i sActive, isFiltered, setActive

Methodsinherited from classj ava. | ang. Obj ect

clone, equals, finalize, getd ass, hashCode, notify, notifyAl, toString, wait, wait,
wai t

Constructors

ActionFilter .ExcludeT heseUser sActions

public ActionFilter.ExcludeTheseUsersActions(java.util.Collection users)

Creates an action filter that excludes all the actions that are issued by the specified set of users.

M ethods

isFiltered

public final boolean isFiltered(Action a)
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Determines whether the specified action must be filtered out. This method is meant to be overriden by sub-classes: no
default implementation is provided.

Page 40 of 87 D 3.1 — Appendix |



fr.inria.gforge.telex.application.ActionFilter.RetainThisDocumentActionsOnly

fr.inria.gforge.telex.application
Class ActionFilter.RetainT hisDocumentActionsOnly

j ava. | ang. Obj ect

+fr.inria.gforge.tel ex.application.ActionFilter

I+—fr. inria.gforge.tel ex.application.ActionFilter.RetainThi sDocunent Acti onsOnly

All Implemented Interfaces:
java.io.Serializable

public static class ActionFilter .RetainThisDocumentActionsOnly
extends ActionFilter

An action filter that retains only the actions belonging to a document.
Author:
JM. Busca INRIA/Regal

Constructor Summary

public | ActionFilter.RetainThi sDocument Acti onsOnl y(Docunent docunent)
Creates an action filter that retains only the actions belonging to the specified document.

Method Summary

bool ean | isFiltered(Action a)

Methodsinherited from classfr. i nri a. gf orge. t el ex. appl i cation. ActionFilter

i sActive, isFiltered, setActive

Methodsinherited from classj ava. | ang. Obj ect

clone, equals, finalize, getd ass, hashCode, notify, notifyAll, toString, wait, wait,
wai t

Constructors

ActionFilter .RetainThisDocumentActionsOnly

public ActionFilter.RetainThi sDocunment Acti onsOnl y(Docunment docunent)
Creates an action filter that retains only the actions belonging to the specified document.

Parameters:
docunent - the document whose actions must be retained only.

M ethods
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IsFiltered
public final boolean isFiltered(Action a)

Determines whether the specified action must be filtered out. This method is meant to be overriden by sub-classes: no
default implementation is provided.
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fr.inria.gforge.telex.application
Class Constraint

j ava. | ang. Obj ect

+fr.inria.gforge.tel ex.application. Constraint

public class Constraint
extends java.lang.Object

The generic representation of a constraint in Telex. As defined by the ACF, a constraint binds two Act i onsand its
Const rai nt. Type expresses the scheduling invariant between these actions. A constraint may reference the special
Action. I NI T action. INIT must then be the first action of the constraint and the type of the constraint must be
Constrai nt. Type. ENABLES.

Most often, a constraint binds two actions of the same document: such a constraint is called an intra-document constraint. A
constraint, however, may bind actions of two distinct documents. such a constraint is called a cross-document constraints, and the
corresponding documents are said to be bound.

I ntra-document constraints. These constraints may bind actions issued by either two distinct users or the same user. Telex
automatically generates constraint of the former type by calling the Const r ai nt Checker associated with the document. By
constrast, constraints of the latter type must be explicitely created and added to the document by calling one of the
Documnent . addFr agment ( Fr agnent ) method.

Cross-document constraints. These constraints must be explicitely created and added to both documents by calling one of the
addFragment() methods, as in the following example:

/1 al and a2 are allocated actions, dl and d2 are opened docunent
Constraint ¢ = new Constraint(al, ENABLES, a2);

d1. addAction(al);

d2. addAction(a2);

dl. addConstraint(c);

d2. addConstraint(c);

A constraint generator may generate constraints in a deterministic fashion or not. A constraint is deterministically generated if the
process of generating it only depends on the actions that the constraint binds. In particular, this process does not depend on the site
where the constraint is generated, or on the state of the document when the constraint is generated. If aconstraint is
deterministically generated, Telex saves storage space and network bandwidth consumption by logging the constraint only once.

This class may be sub-classed by Telex applicationsin order to define application-specific attributes. These attributes will be stored
in the multi-log along the generic attributes and they will be transmitted to other peer Telex instances.
Author:

JM. Busca INRIA/Regal

Nested Class Summary

cl ass

Constraint. Type
Constraint. Type

Constructor Summary

public

Constraint(Action first, Constraint.Type type, Action second)
Creates a constraint of the specified type between the specified actions.
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Method Summary

Action | getFirstAction()
Returns the first action that this constraint binds.

Action | getSecondAction()
Returns the second action that this constraint binds.

Constrai nt. Type | get Type()
Returns the type of this constraint.

bool ean | isDetermnistic()
Returns the generation mode of this constraint.

java.lang. String | toString()

Methodsinherited from classj ava. | ang. Obj ect

wai t

clone, equals, finalize, getd ass, hashCode, notify, notifyAll,

toString, wait, wait,

Constructors

Constraint

public Constraint(Action first,
Constrai nt. Type type,
Action second)

Creates a constraint of the specified type between the specified actions. If the typeis ENABLES, the constraint specifies
that the first action enables the second action. If the type is NOT_BEFORE, the constraint specifies that the first action is

not scheduled before the second action.

Parameters:
first -thefirst action that this constraint binds.
t ype - the type of the constraint between first and second.
second - the second action that this constraint binds.

M ethods

toString
public java.lang. String toString()

getType
public final Constraint.Type get Type()

Returns the type of this constraint.

Returns:
the type of this constraint.
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getFirstAction
public final Action getFirstAction()

Returnsthe first action that this constraint binds.

Returns:
thefirst action that this constraint binds.

getSecondAction

public final Action getSecondAction()
Returns the second action that this constraint binds.

Returns:
the second action that this constraint binds.

isDeter ministic

public bool ean isDetermnistic()

Returns the generation mode of this constraint. Telex only checks this attribute on constraints issued by a constraint

generator.

The default implementation of this method provided by this class always return true. It should be overriden by sub-classes

if needed.

Returns:
trueif this constraint is generated deterministically, and fal se otherwise.
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fr.inria.gforge.telex.application
Class Constraint. Type

j ava. | ang. Obj ect

+-j ava. | ang. Enum

+fr.inria.gforge.tel ex.application.Constraint. Type

All Implemented Interfaces:
javaio.Seridizable, javalang.Comparable

public static final class Constraint.Type
extends java.lang.Enum

The type of an ACF constraint.

Field Summary

public static final ENABLES
The enable constraint.

public static final NON_COVMUTI NG
The non-commuting constraint.

public static final NOT_AFTER
The not-after constraint.

Method Summary

static | valueOr(java.lang. String nane)
Constraint. Type

static | val ues()
Constraint. Typel[]

Methodsinherited from classj ava. | ang. Enum

cl one, conpareTo, equals, getDeclaringd ass, hashCode, name, ordinal, toString,
val uetd

Methodsinherited from classj ava. | ang. Obj ect

clone, equals, finalize, getd ass, hashCode, notify, notifyAll, toString, wait, wait,
wai t

Methodsinherited from interfacej ava. | ang. Conpar abl e

conpareTo

Fields
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ENABLES
public static final fr.inria.gforge.tel ex.application.Constraint.Type ENABLES

The enable constraint.

NOT_AFTER
public static final fr.inria.gforge.telex.application.Constraint. Type NOT_AFTER

The not-after constraint.

NON_COMMUTING
public static final fr.inria.gforge.telex.application.Constraint.Type NON_COVMJTI NG

The non-commuting constraint.

M ethods

values

public final static Constraint. Type[] val ues()

valueOf

public static Constraint. Type val ueCk (java.lang. Stri ng nane)
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fr.inria.gforge.telex.application
I nterface ConstraintChecker

All Known Implementing Classes:
CreationTimeOrder, NonCommutingActions

public interface ConstraintChecker
extends

An application-specific object that checks for Const r ai nt s between Act i ons. Telex associates with each Docunent the
constraint checker that the application has registered for the type of the document, if any. Whenever an action al is added to the
document, Telex checks for constraints between al and all existing action a2 that are not issued by the same user asal. Telex
performs this check whether action al is added by alocal or aremote user.

Telex first tests whether actions al and a2 are likely to be bound by comparing their keys. If so, Telex then calls the

get Constrai nt s(Action, Action) method to get the actual set of contraints between al and a2. Finally, Telex adds the
returned set, if any, to the document. Seethethe Constrai nt . i sDet er mi ni sti c() method for more details on how theses
constraints are logged.

Note that Telex never checks for constraints between actions that are issued by the same user or that belong to two distinct
documents, even if these documents are bound. See the Const r ai nt class for more details on the classification of constraints.

This class provides two examples of constraint checkers.
Author:
P. SutraINRIA/Regal, JM. Busca INRIA/Regal

Nested Class Summary

cl ass Const rai nt Checker. Creati onTi neOr der
ConstraintChecker.CreationTimeOrder

class | Constraint Checker. NonComuti ngActi ons
ConstraintChecker.NonCommutingActions

Method Summary

Fr agnent get Constrai nts(Action a, Action b)
Determines the set of constraints between the specified actions.

M ethods

getConstraints
public Fragment get Constraints(Action a,
Action b)

Determines the set of constraints between the specified actions. Telex calls this method only on actions that belongsto the
same document and that are not isused by the same user.

Parameters:

a - an action.
b - another action.

Returns:
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the set of constraints between action aand b, or null if there are no constraints.
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fr.inria.gforge.telex.application
Class ConstraintChecker .NonCommutingActions

j ava. | ang. Obj ect
+fr.inria.gforge.tel ex.application. Constraint Checker. NonConmuti ngActi ons

All Implemented Interfaces:
ConstraintChecker

public static final class ConstraintChecker .NonCommutingActions
extends java.lang.Object
implements ConstraintChecker

A constraint checker that specifies that no two actions commute.
Author:
JM. Busca INRIA/Regal

Constructor Summary

public | Constraint Checker. NonCommuti ngActi ons()
Creates constraint generator that specifies that no two actions commute.
Method Summary
Fr agnent get Constrai nts(Action a, Action b)

Methodsinherited from classj ava. | ang. Obj ect

cl one, equals, finalize, getC ass, hashCode, notify, notifyAll, toString, wait,
wai t

wai t,

Methodsinherited from interfacefr. i nri a. gf orge. t el ex. appl i cati on. Constr ai nt Checker

get Constraints

Constructors

ConstraintChecker .NonCommutingActions
publ i c Constrai nt Checker. NonComut i ngActi ons()

Creates constraint generator that specifies that no two actions commute.

M ethods

getConstraints

public Fragment get Constraints(Action a,
Action b)
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fr.inria.gforge.telex.application
Class ConstraintChecker.CreationTimeOrder

j ava. | ang. Obj ect
+fr.inria.gforge.tel ex.application. Constraint Checker. CreationTi neOrder

All Implemented Interfaces:
ConstraintChecker

public static final class ConstraintChecker.CreationTimeOrder
extends java.lang.Object
implements ConstraintChecker

A constraint checker that forces scheduling in creation-time order. This constraint checker relies on the system clock of
cooperating sites, which may not be synchronized with one another.
Author:

JM. Busca INRIA/Regal

Constructor Summary

public | ConstraintChecker. CreationTi neO der ()
Creates constraint generator that that forces scheduling in creation-time order.
Method Summary
Fragnent get Constrai nts(Action a, Action b)

Methodsinherited from classj ava. | ang. Obj ect

clone, equals, finalize, getd ass, hashCode, notify, notifyAll, toString, wait, wait,
wai t

Methodsinherited from interfacefr. i nri a. gf orge. t el ex. appli cati on. Constr ai nt Checker

get Constraints

Constructors

ConstraintChecker.CreationTimeOrder
publ i c Constraint Checker. CreationTi meOrder ()

Creates constraint generator that that forces scheduling in creation-time order.

M ethods

getConstraints

public Fragnent getConstraints(Action a,
Action b)
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fr.inria.gforge.telex.application
| nter face DocumentState

public interface DocumentState
extends java.io.Serializable

The state of aDocunment as maintained by a Tel exAppl i cat i on. This may be the Java object representing the document itself or
any object that the application uses to identify such object. Document states are used when specifying Schedul esor materialized
St at eSnapshot s.

When saving a document state on persistent storage, Telex first splitsit in fixed-size fragments. Telex then computes the SHA-1
hash of each fragment and saves the fragment under the (file) name representing this value. Consequently, fragments that remain
unchanged from one snapshot of the state to another are reused instead of being stored twice, thus saving storage space. Moreover,
fragments are stored in a storage space common to all users, thus enabling fragment sharing.

The application may help Telex to improve fragment re-use and sharing by specifying the appropriate fragments to use. Thisisthe
purpose of thespl it () andassenbl e( Seri al i zabl e[ ]) methods, which Telex calls before saving and after restoring the
document state respectively.

The state of a document must be serializable in order to be saved on persistent storage.
Author:
JM. BuscaINRIA/Rega

Method Summary

void | assenbl e(java.io.Serializable[] parts)

Provides the fragments that make up this document state.

java.io. Serializable] split()

Returns the fragments that make up this document state.

M ethods

split

public java.io.Serializable[] split()

Returns the fragments that make up this document state. Telex calls this method before saving this state on persistent
storage.

Returns:
the fragments that make up this document state.

assemble

public void assenbl e(java.io.Serializable[] parts)

Provides the fragments that make up this document state. Telex calls this method after restoring this document state from
persistent storage.

Parameters:
part s - the fragments that make up this state.
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fr.inria.gforge.telex.application
Class Fragment

j ava. | ang. Obj ect

+fr.inria.gforge.tel ex.application. Fragnent

public class Fragment
extends java.lang.Object

A set of Acti onsand Const r ai nt sconsidered as awhole.
Author:
JM. Busca INRIA/Regal

Constructor Summary

public | Fragnent()
Creates an empty fragment.

public | Fragment(java.util.Collection actions, java.util.Collection
constraints)

Creates a new fragment containing the specified sets of actions and constraints.

public | Fragnent (Fragnent fragnent)
Creates a new fragment containing the same elements as the given fragment.

Method Summary

bool ean | add(Action action)
Adds the specified action to this fragment.

bool ean | add(Constraint constraint)
Adds the specified constraint to this fragment.

bool ean | add(Fragment fragnent)
Adds the elements of the specified fragment to this fragment.

void | clear()
Removes all of the elements of this fragment.

java.util. Set get Acti ons()
Returns the set of actions of this fragment.

java.util. Set get Constraints()
Returns the set of constraints of this fragment.

Methodsinherited from classj ava. | ang. Obj ect

cl one, equals, finalize, getC ass, hashCode, notify, notifyAll, toString, wait, wait,
wai t

Constructors
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Fragment
public Fragment ()

Creates an empty fragment.

Fragment

public Fragnent(java.util.Collection actions,
java.util.Collection constraints)

Creates anew fragment containing the specified sets of actions and constraints. Thisis a convenience method which is
equivalent to:

Fragment fragnent = new Fragnent();

for (Action a : actions) {
fragnent. add(a);

}

for (Constraint c : constraints) {
fragment . add(c);

Parameters:
acti ons - the set of actionsto initially placein this fragment, or null if the set is empty.
constraints - the set of constraintsto initialy place in this fragment, or null if the set is empty.

Fragment

publ i c Fragment (Fragnent fragnent)

Creates a new fragment containing the same elements as the given fragment. The new fragment is created by using a copy-
on-write mechanism.

Parameters:
f ragnent - the fragment whose elements are to be placed in this fragment.

M ethods

getActions
public java.util.Set getActions()

Returns the set of actions of this fragment. The returned set is backed by this fragment, so changesto this fragment are
reflected in the set, and vice-versa

Returns:
the set of actions of this fragment.

getConstraints
public java.util.Set getConstraints()
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Returns the set of constraints of this fragment. The returned set is backed by this fragment, so changesto this fragment are
reflected in the set, and vice-versa.

Returns:
the set of constraints of this fragment.

add

publ i c bool ean add(Action action)
Adds the specified action to this fragment.

Parameters:
act i on - the action to add.

Returns
trueif this fragment did not already contain the specified action, and false otherwise.

add

public bool ean add(Constraint constraint)
Adds the specified constraint to this fragment.

Parameters:
constrai nt -theconstraint to add.

Returns:
true if this fragment did not already contain the specified constraint, and fal se otherwise.

add

publ i ¢ bool ean add(Fragnent fragnent)
Adds the elements of the specified fragment to this fragment.

Parameters:
fragnment - the fragment whose elements are to be added; null stands for the empty set.

Returns:
trueif this fragment changed as aresult of the call, and fal se otherwise.

clear

public void clear()

Removes all of the elements of this fragment. This fragment will be empty after this call returns.
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fr.inria.gforge.telex.application
Class ProcessingPar ameters

j ava. | ang. Obj ect

+fr.inria.gforge.tel ex.application.Processi ngParaneters

public class ProcessingPar ameter s

extends java.lang.Object

The application-defined parameters for processing a Docunent . These fall into the followinf categories:

Constraint generation

Action scheduling

State storage

Functional extensions

These parameters comprise a Const r ai nt Checker , aset of default Schedul i ngPar anet er s, aRepl i caReconci | er and a

Schedul eGener at or . The last two parameters are actually Java classes rather than Java object, as Telex needs to instanciate
them.

Most Tel exAppl i cat i onsonly have to define a specific constraint checker and possibly specific default scheduling parameters.
Telex provides default implementations of the replica reconciler and the schedule generator that suit most of the needs. Only
applications with very specific requirements need to provide their own replicareconciler and/or schedule generator.
Author:

JM. Busca INRIA/Regal

Field Summary

public static final DEFAULT_PARAMETERS
The constant for "default processing parameters'.

Constructor Summary

public | ProcessingParaneters()
Creates an instance of processing parameters with default values.

public | ProcessingParaneters(Constraint Checker checker)
Creates an instance of processing parameters with the specified constraint checker.

public | Processi ngParaneters(Constraint Checker checker, SchedulingParaneters
par anet ers)

Creates an instance of processing parameters with the specified constraint checker and
default scheduling parameters.

public | Processi ngParaneters(Constrai nt Checker checker, SchedulingParaneters
paraneters, java.lang.Class reconciler)

Creates an instance of processing parameters with the specified constraint checker, default
scheduling parameters and replica reconciler class.

public | Processi ngParaneters(Constraint Checker checker, SchedulingParaneters
paraneters, java.lang. O ass reconciler, java.lang. O ass schedul er)

Creates an instance of processing parameters with the specified constraint checker, default
scheduling parameters, replica reconciler class and schedule generator class.
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Method Summary

Constrai nt Checker get Const r ai nt Checker ()
Returns the constraint checker defined by these parameters.

java.lang. d ass | getReplicaReconciler()
Returns the replicareconciler class defined by these parameters.

java.lang. d ass | get Schedul eGenerator ()
Returns the schedule generator class defined by these parameters.

Schedul i ngPar aneters | get Schedul i ngPar anmet er s()
Returns the default scheduling parameters defined by these parameters.

Repl i caReconci | er i nst anci at eRepl i caReconci | er ()

Returns a new instance of the replicareconciler class defined by these parameters.

Schedul eGener at or i nst anci at eSchedul eGener at or ()
Returns a new instance of the schedule generator class defined by these parameters.

java.lang. String | toString()

Methodsinherited from classj ava. | ang. Obj ect

clone, equals, finalize, getd ass, hashCode, notify, notifyAll, toString, wait, wait,
wai t

Fields

DEFAULT_PARAMETERS

public static final fr.inria.gforge.tel ex.application.Processi ngParaneters
DEFAULT_PARAMETERS

The constant for "default processing parameters'. This constant is created by calling the Pr ocessi ngPar anet er s()
constructor.

Constructors

ProcessingPar ameters
publ i c Processi ngParaneters()
Creates an instance of processing parameters with default values. These values are no constraint checker,

Schedul i ngPar anet er s. DEFAULT_PARANMETERS, Repl i caReconci | er . DEFAULT_RECONC!I LER and
Schedul eGener at or . DEFAULT _SCHEDULER.

ProcessingPar ameter s

publ i c Processi ngParanet ers(Constrai nt Checker checker)

Creates an instance of processing parameters with the specified constraint checker.

Parameters:
checker - the constraint checker to select.
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ProcessingPar ameters

publ i c Processi ngParanet er s( Constrai nt Checker checker,
Schedul 1 ngPar anet er s par anet ers)

Creates an instance of processing parameters with the specified constraint checker and default scheduling parameters.

Parameters:
checker - the constraint checker to select.
par amet er s - the default scheduling parameters to select.

ProcessingPar ameters

publ i c Processi ngParanet ers(Constrai nt Checker checker,
Schedul' 1 ngPar anet ers par aneters,
Java.Tang. T ass reconciler)

Creates an instance of processing parameters with the specified constraint checker, default scheduling parameters and
replicareconciler class.

Parameters:
checker - the constraint checker to select.
par amet er s - the default scheduling parameters to select.
reconci | er -theclass extending ReplicaReconciler to select.

Throws:
Uni nst ant i abl eCl assExcept i on - if the specified reconciler can not be instanciated.

ProcessingPar ameters

publ i c Processi ngParanet er s( Constrai nt Checker checker,
Schedul 1 ngPar anet ers par anet ers,
Java.Tang. O ass reconciler,
j ava. |l ang. C ass schedul er)

Creates an instance of processing parameters with the specified constraint checker, default scheduling parameters, replica
reconciler class and schedule generator class.

Parameters:
checker - the constraint checker to select.
par amet er s - the default scheduling parameters to select.
reconci | er -theclass extending ReplicaReconciler to select.
schedul er - the class extending ScheduleGenerator to select.

Throws:
Uni nst ant i abl eCl assExcepti on - if the specified reconciler or the specified scheduler can not be instanciated.

M ethods

getConstraintChecker
publ i c Constrai nt Checker get Constrai nt Checker ()

Returns the constraint checker defined by these parameters.

Returns:
the constraint checker defined by these parameters.
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getSchedulingPar ameters

publ i c Schedul i ngPar anet ers get Schedul i ngPar anet er s()

Returns the default scheduling parameters defined by these parameters.

Returns:
the default scheduling parameters defined by these parameters.

getReplicaReconciler

public java.lang. C ass get ReplicaReconciler()
Returns the replicareconciler class defined by these parameters.

Returns:
the replicareconciler class defined by these parameters.

getScheduleGenerator

public java.lang. C ass get Schedul eGener at or ()
Returns the schedule generator class defined by these parameters.

Returns:
the schedule generator class defined by these parameters.

instanciateReplicaReconciler

publ i ¢ ReplicaReconcil er instanciateReplicaReconciler()

Returns a new instance of the replicareconciler class defined by these parameters.

Returns:
anew instance of the replicareconciler class defined by these parameters.

instanciateScheduleGener ator

publ i c Schedul eGenerator instanci ateSchedul eGener at or ()

Returns a new instance of the schedul e generator class defined by these parameters.

Returns:
anew instance of the schedule generator class defined by these parameters.

toString
public java.lang. String toString()
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fr.inria.gforge.telex.application
Class SchedulingPar ameter s

j ava. | ang. Obj ect

+fr.inria.gforge.tel ex.application. Schedul i ngParaneters

public class SchedulingPar ameters
extends java.lang.Object

The action scheduling parameters of a Docunent . These parameters control how often Telex automatically callsthe
Tel exAppl i cati on. execut e( Docunent, Schedul eGener at or) method in response to new fragments being added to the
document. Telex calls this method whenever one of the following conditionsis true:

« the number of fragments added to the document since the last call exceeds a given value (threshold parameter),
« the time since a new fragment was added after the last call exceeds a given value (delay parameter).

When eval uating these conditions, Telex considers fragments added by both local site and remote sites, as well as calls to execute()

that the application may trigger unconditionally by calling the Document . execut eNow( bool ean) method.

Automatic calls to execute() may be de-activated by specifying the UNSPECIFIED_THRESHOLD and UNSPECIFIED DELAY
values for the threshold and delay parameters, respectively. In this case, the application may obtain new sound schedules only by
calling executeNow().

When adocument is opened, it is assigned the default scheduing parameters defined for its type. These parameters may be
dynamically changed by calling the Docunent . set Schedul i ngPar anet er s( Schedul i ngPar anet er s) . When several
documents are bound by cross-document constraints, Telex automatically set the scheduling parameters of all of the bound
documents to the most restrictive values currently defined for these documents.
Author:

JM. Busca INRIA/Regal

Field Summary

public static final DEFAULT_PARAMETERS
The constant for "default scheduling parameters”.

public static final NO_DELAY

The constant for "no delay”.
Vaue: 0

public static final NO_THRESHOLD

The constant for "no threshold".
Vaue: 1

public static final UNSPECI FI ED_DELAY

The constant for "unspecified delay".
Vaue: - 1

public static final UNSPECI FI ED_THRESHOLD

The constant for "unspecified threshold".
Vaue: 0

Constructor Summary
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public | Schedul i ngParaneters()

Creates an instance of scheduling parameters with default values.
public | Schedul i ngParanmeters(int threshold, |ong del ay)

Creates an instance of scheduling parameters with the specified values.
public | Schedul i ngPar anmet er s( Schedul i ngPar anet er s par anet ers)

Creates an instance of scheduling parameters by duplicating the specified values.

Method Summary

ong | getDel ay()
Returns the delay value of these scheduling parameters.

int get Threshol d()
Returns the threshold value of these scheduling parameters.

\Y

oid | merge(Schedul i ngPar anmet ers paraneters)

Merges the specified scheduling parameters into these scheduling parameters.

M ethodsinherited from

java.lang. String | toString()

classj ava. | ang. Ohj ect

wai t

cl one, equals, finalize,

get d ass, hashCode, notify, notifyAll, toString,

wai t,

wai t,

Fields

DEFAULT_PARAMETERS

public static fina
DEFAULT_PARAMETERS

I fr.inria.gforge.tel ex.application.Schedul i ngParaneters

The constant for "default scheduling parameters'. This constant is created by calling the Schedul i ngPar anet er s()
constructor.

NO_THRESHOLD

public static final

i nt NO_THRESHOLD

The constant for "no threshold". If threshold is set to this value, sound schedules are computed every time a new fragment
is added to the document, regardless of the delay value.

Constant value: 1

UNSPECIFIED_THRESHOLD

public static final

i nt UNSPECI FI ED_THRESHOLD

The constant for "unspecified threshold". If threshold is set to this value, schedule computing is only governed by the delay
parameter.

Constant value: 0

NO_DELAY

public static final
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The constant for "no delay”. If delay is set to this value, sound schedules are computed every time a new fragment is added
to the document, regardless of the threshold value.
Constant value: 0

UNSPECIFIED _DELAY
public static final int UNSPEC FI ED DELAY

The constant for "unspecified delay". If delay is set to this value, schedule computing is only governed by the threshold
parameter.
Constant value: - 1

Constructors

SchedulingPar ameters

publ i c Schedul i ngPar anet ers()

Creates an instance of scheduling parameters with default values. The threshold parameter is set to NO_THRESHOLD,
and the delay parameter isset to NO_DELAY.

SchedulingPar ameters

publ i c Schedul i ngParaneters(int threshold,
| ong del ay)

Creates an instance of scheduling parameters with the specified values. if the threshold (resp. delay) valueisless or equal
to O, itissilently set to NO_THRESHOLD (resp. NO_DELAY).

Parameters:
t hr eshol d - the value of the threshold parameter.
del ay - the value of the delay parameter, in millisecond.

SchedulingParameters

publ i c Schedul i ngPar anet er s( Schedul i ngPar anet ers par anet er s)

Creates an instance of scheduling parameters by duplicating the specified values.

Parameters:
par amet er s - the parameters to duplicate.

M ethods

getThreshold
public int getThreshol d()

Returns the threshold value of these scheduling parameters.

Returns:
the threshold value of these scheduling parameters.

getDelay
public I ong getDel ay()

Returns the delay value of these scheduling parameters.
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Returns:
the delay value of these scheduling parameters.

toString
public java.lang. String toString()

mer ge

public void nerge(Schedul i ngParanet ers paraneters)

Merges the specified scheduling parameters into these scheduling parameters. This method compares both parameters and
retains the most restrictive, i.e. the smallest, value of each of the threshold and delay fields.

Parameters:
par amet er s - the scheduling parameters to merge into these ones.
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fr.inria.gforge.telex.application
Class StateSnapshot

j ava. | ang. Obj ect
+fr.inria.gforge.tel ex.application. StateSnapshot

All Implemented Interfaces:
java.io.Seriaizable

public abstract class StateSnapshot
extends java.lang.Object
implements java.io.Serializable

A snapshot of the state of aDocunent . It is defined by the Schedul e of actions producing the state that the snapshot represents. A
snapshot isidentified by a name, which Telex usesto save the snasphot to persistent storage when the
Docunent . def i neSnapshot ( St at eSnapshot ) method is called. Telex also records the time when the snapshot is saved

A snapshot is said to be materialized if the corresponding Docunent St at e is provided with the snapshot. A snapshot is said to be
stableif al of the actions of the corresponding schedule are stable. Materialized and stable snasphots are the only snapshots that
may be considered as garbage-collection points.

This class may be sub-classed by applications, for instance to provide the description and the creation time of the snapshot. A
snapshot must be serializable in order to be saved as part of the persistent state of the document.
Author:

JM. BuscaINRIA/Rega

Constructor Summary

public | StateSnapshot(java.lang.String name, Schedul e schedul e)
Creates a simple snapshot with the specified name corresponding to the specified schedule.

public | StateSnapshot(java.lang.String name, Schedul e schedul e, Docunent St ate

State)

Creates a materialized snapshot with the specified name corresponding to the specified
schedule and state.

Method Summary

bool ean | equal s(java. | ang. Cbj ect obj ect)

java.lang. String | getName()
Returns the name of this snapshot.

Schedul e | get Schedul e()
Returns the schedule of actions producing the state that this snasphot defines.

Docunent State | getState()
Returns the state that this snapshot defines.

long | getTine()
Returns the time this snasphot was created.

int hashCode()
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bool ean | isMaterialized()
Determines whether this snapshot is materialized.

bool ean | isStable()
Determines whether this snapshot is stable.

void | renove()

void | save()

voi d | set Docunent (Docunent | npl documnent)
Deprecated.

Methodsinherited from classj ava. | ang. Obj ect

clone, equals, finalize, getd ass, hashCode, notify, notifyAll, toString, wait, wait,
wai t

Constructors

StateSnapshot

publ i c StateSnapshot(java.lang. String nane,
Schedul e schedul e)

Creates a simple snapshot with the specified name corresponding to the specified schedule.

StateSnapshot

public StateSnapshot(java.lang. String namne,
Schedul e schedul e,
Docunment St at e state)

Creates a materialized snapshot with the specified name corresponding to the specified schedule and state. The constructor
stores a copy of the specified state that it creates via serialization - de-serialization. The specified state must not be updated
during the time this constructor executes.

M ethods

setDocument

public final void setDocunent(Docunent!|npl docunent)
Deprecated.

Associate this snaspshot with the specified document. This methods checks that the snapshot do relate to the specified
document. Then it saves this snasphot on persistent storage.

For Telex'sinternal use only.

getName
public final java.lang.String getName()

Returns the name of this snapshot.
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Returns:
the name of this snapshot.

getTime
public final 1ong getTine()

Returns the time this snasphot was created. This attribute is set by Telex when the
Docurnent . def i neSnapshot ( St at eSnapshot ) method is called on this snasphot.

Returns:
the time this snasphot was created.

getSchedule
public final Schedul e get Schedul e()

Returns the schedule of actions producing the state that this snasphot defines.

Returns:
the schedule of actions producing the state that this snasphot defines.

getState
public final DocunentState getState()

Returns the state that this snapshot defines. If this snapshot is not materialized, this method returns null.

Note that when a snapshot is retrieved from persistent storage, the corresponding state, if any, is not loaded into memory
until this method is called. In order to know whether this snapshot is materialized, call thei sMvat eri al i zed() method
instead.

Returns:
the state that this snapshot defines, or null if this snapshot is not materialized.

hashCode
public int hashCode()

equals

publ i c bool ean equal s(j ava.l ang. Qbj ect obj ect)

isM aterialized

public final boolean isMaterialized()
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Determines whether this snapshot is materialized. This method is semantically equivalent to:

getState() != null

Nonetheless, this method should be prefered to get St at e() since calling the latter method actually load the statein
memory.

Returns:
trueif this snapshot is materialized, and false otherwise.

isStable

public final boolean isStable()
Determines whether this snapshot is stable.

Returns:
trueif this snapshot is stable, and false otherwise.

save

public void save()

remove

public void renove()
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fr.inria.gforge.telex.application
I nter face TelexApplication

public interface TelexApplication
extends

An application that uses the services of Tel ex. Thisinterface defines upcalls that Telex usesto notify the application of various
events.

All these events relate to a specific Docunent that the application has opened by calling the Tel ex. openDocunent (St ri ng,
Tel ex. Openhbde) method. Telex never notifies the application of events regarding documents that the application has not
opened explicitely, or that it has closed. In particular, the application is not notified of events regarding a document d2 that is
bound to document d1 that the application has opened, unless the application explicitely opens d2.
Author:

P. SutraINRIA/Regal, J-M. Busca INRIA/Regal

Method Summary

voi d | bi ndDocunent (Docunent opened, Docunent bound)
Notifies this application that the specified documents are bound.

voi d | execute(Docunment docunment, Schedul e schedul e)
Reguest this application to execute the specified schedule on the specified document.

voi d | execute(Docunment document, Schedul eGenerator generator)

Requests this application to trigger the specified schedule generator on the specified
document and apply the generated schedul e(s).

M ethods

execute

public voi d execut e(Docunment documnent,
Schedul eGenerator generator)

Requests this application to trigger the specified schedule generator on the specified document and apply the generated
schedule(s). Telex automatically calls this method whenever conditions for generating new schedules are met on the
specified document. This method is also called as aresult of this application calling the

Docurnent . execut eNow( bool ean) on the specified document.

Parameters:
docunent - the document generator relate to.
gener at or - the schedule generator for document.

bindDocument

public void bi ndDocunent (Docunent opened,
Docunent bound)

Notifies this application that the specified documents are bound. Telex calls this method when it discovers that document
opened, currently opened by this application, is actually bound with document bound by a cross-document constraint. For
each pair (opened, bound), Telex calls this method only once after document opened has been opened. Note that when this
method is called, document bound may be opened or closed. If opened, the application that editsit may be this application
or another application.
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Parameters:
opened - adocument currently opened by this application.

bound - the document that is bound to current.

execute
public void execute(Docunent docurent,

Schedul e schedul €)

Request this application to execute the specified schedule on the specified document. This method is only called when the
specified document is bound to another document bound, which is opened in read-write mode by some application app.
Application app usesit to synchronize with this application in order to display related schedules on document and the

specified document.

Parameters:
docunent - the document schedule relates to.

schedul e - the schedule to apply on document.
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fr.inria.gforge.telex.extensions

Provides classes and interfaces for extending the core functionalities of Telex.
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fr.inria.gforge.telex.extensions
Class Componentlter ableScheduleGener ator

j ava. | ang. Obj ect

+-fr.inria.gforge.tel ex. extensi ons. Schedul eGener at or

I+— fr.inria.gforge.tel ex.extensions. Conponent |t erabl eSchedul eGener at or

public abstract class Componentlter ableScheduleGener ator
extends ScheduleGenerator

A connected component-aware iterable Schedul eGener at or .
Author:
JM. Busca INRIA/Regal

Fieldsinherited from classfr. i nri a. gf or ge. t el ex. ext ensi ons. Schedul eGener at or

_activeFilters, graphSnapshot, previ ousGenerator, rel atedDocunent s, DEFAULT_SCHEDULER

Constructor Summary

public | Conponentlterabl eSchedul eGener at or ()

Method Summary

abstract Schedul e | get Conmi ttedSchedul e()
Returns the schedul e that has been committed so far.

abstract Action[] get DeadAct i ons()
Returns the set of dead actions.

abstract Action[] get I ndependent Acti ons()
Returns the set of independent actions.

abstract get Schedul el terat ors()

java util.lterator[] Returns a set of iterators over sound schedules, one for each connected component of the
action-constraint graph.

Methodsinherited from classfr. i nri a. gf or ge. t el ex. ext ensi ons. Schedul eCGener at or

get I nstance, isRel eased, setParaneters

Methodsinherited from classj ava. | ang. Obj ect

clone, equals, finalize, getC ass, hashCode, notify, notifyAll, toString, wait, wait,
wai t

Constructors
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Componentlter ableScheduleGenerator
publ i c Conmponent|terabl eSchedul eGenerator ()

M ethods

getDeadActions
public abstract Action[] getDeadActions()

Returns the set of dead actions.

Returns:
the set of dead actions.

getCommittedSchedule
public abstract Schedul e get CommittedSchedul e()

Returns the schedul e that has been committed so far.

Returns:
the schedul e that has been committed so far.

getl ndependentActions

public abstract Action[] getlndependent Actions()

Returns the set of independent actions.

Returns:
the set of independent actions.

getSchedulel terators

public abstract java.util.lterator[] get Schedul elterators()

Returns a set of iterators over sound schedules, one for each connected component of the action-constraint graph.

Returns:
an set of iterator over sound schedules.
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fr.inria.gforge.telex.extensions
Class I ter ableScheduleGener ator

j ava. | ang. Obj ect

+-fr.inria.gforge.tel ex. extensi ons. Schedul eGener at or

I+—fr. inria.gforge.tel ex. extensions.|terabl eSchedul eGener at or

All Implemented Interfaces:
javalang.lterable

public class Iter ableScheduleGener ator
extends Schedul eGenerator
implements java.lang.Iterable

A Schedul eGener at or that generates schedules upon request. Generating a sound schedule is CPU-consumming, and alarge
number of them may exist for a given action-constraint graph. It is therefore not possible to compute all sound schedules
beforehand. Beside, the application may be interested only in afew or even just one of them. The purpose of this schedule
generator isto save CPU power by generating sound schedule dynamically, upon application request. The application may iterate
through the generated schedul e and stop when satisfied. This schedule generator complies with the guidelines described in
Schedul eGener at or .
Author:

JM. BuscaINRIA/Regd

Fiddsinherited from classfr. i nri a. gf or ge. t el ex. ext ensi ons. Schedul eGener at or

_activeFilters,_graphSnapshot, previ ousCGenerator,_rel at edDocunent s, DEFAULT_SCHEDULER

Constructor Summary

public | Iterabl eSchedul eGenerator ()
Creates aiterable schedule generator.

Method Summary

Schedul e | get Commi tt edSchedul e()
Returns the schedul e that has been committed so far.

Action[] get DeadAct i ons()
Returns the set of dead actions.

It erabl eSchedul eGener get I nst ance( Docunent | npl docunent)

ator
bool ean | isRel eased()
java.util.lterator iterator()

Returns an iterator over sound schedules.

void | release()
Releases this schedule generator.

Methodsinherited from classfr. i nri a. gf or ge. t el ex. ext ensi ons. Schedul eCGener at or

get I nstance, isRel eased, setParaneters
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Methodsinherited from classj ava. | ang. Obj ect

clone, equals, finalize, getd ass, hashCode, notify, notifyAll, toString, wait, wait,
wai t

Methodsinherited from interfacej ava. | ang. | t er abl e

i terator

Constructors

| ter ableScheduleGener ator
public Iterabl eSchedul eGenerat or ()

Creates a iterable schedule generator.

M ethods

getinstance

public Iterabl eSchedul eGenerat or getlnstance(Docunent| npl docunent)

Returns a schedule generator instance responsible for the specified document. Telex calls this method for each document of
the Schedul eGener at or. _r el at edDocunent s list, eveniif it contains only one element. Telex passes the returned
schedule generator to the execute() method.

iIsReleased
public bool ean i sRel eased()

Determines whether this schedul e generator has been released. Telex calls this method to check whether it can call the
Tel exAppl i cati on. execut e(Docunent, Schedul eGener at or) method again for the same document.

getDeadActions
public Action[] getDeadActions()

Returns the set of dead actions.

Returns:
the set of dead actions.

getCommittedSchedule
public Schedul e get CommittedSchedul e()

Returns the schedul e that has been committed so far.

Returns:
the schedule that has been committed so far.

iterator

public java.util.lterator iterator()
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(continued from last page)

Returns an iterator over sound schedules. Calling the | t er at or . hasNext () method on the returned iterator actually
compute a new sound schedule, if any. Calling thel t er at or . next () method retrieves the schedule just computed. The
Iterator.remve() method isnot supported: acall to this method throws the UnsupporteOperationException.

Returns:
an iterator over sound schedules.

release
public void rel ease()

Releases this schedul e generator.
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fr.inria.gforge.telex.extensions
Class ReplicaReconciler

j ava. | ang. Obj ect
+fr.inria.gforge.tel ex. extensions. ReplicaReconcil er

Direct Known Subclasses:
V otingReplicaReconciler

public abstract class ReplicaReconciler
extends java.lang.Object

An object that reconciles Schedul es generated at different sites. Sites that cooperatively edit aDocunent may generate different
sound schedules from the same set of actions and constraints. The purpose of the replicareconciler is to make cooperating sites
agree on a common schedule and thus achieve (eventual) mutual consistency.

Telex provides a default general-purpose reconciler: DEFAULT_RECONCI LER. A Tel exAppl i cat i on with specific needs may
replace this default reconciler with its own by specifying it inits Pr ocessi ngPar anet er s. The application-specific reconciler
must extend the class Repl i caReconci | er classand provide a public nullary constructor.

Telex creates anew reconciler object whenever anew Docunent is opened. The reconciler isthen passed the document it is
associated with. The reconciler must interface withthefr. i nri a. gf or ge. t el ex. schedul i ng. Schedul er associated with the
document. On one hand, the scheduler notifies the reconciler of new fragment being added to the action-constraint graph it
maintains. On the other hand, the reconciler materializes scheduling decisions as a set of constraints that it adds to the action-
constraint graph. The reconciler may also interface withthefr. i nri a. gf or ge. t el ex. comuni cati on. Transnitter

associated with the document in order to communicate with peer Telex instances that are currently editing this document.
Author:
JM. BuscaINRIA/Regd

Field Summary

prot ect ed ‘ _target Docunent

public static final DEFAULT_RECONCI LER

The default replicareconciler of Telex.

Constructor Summary

protect ed

Repl i caReconci | er ()
Creates areplicareconciler.

Method Summary

Schedul er get Schedul er ()
Returns the schedul er associated with this reconciler.

Transm tter get Transmitter()
Returns the message transmitter associated with this reconciler.

abstract void | graphUpdate()
Notifies this reconciler that the action-constraint graph was updated.

abstract void | receiveVote(Schedul el npl schedul e)
Notifies this reconciler that a vote for the specified schedule has been received.
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voi d | setParaneters(Docunent| npl docunent)

Sets the parameters of this replicareconciler.

abstract void | voteFor(Schedul el npl schedul e)

Requests this reconciler to favor the specified schedule when making scheduling decisions.

Methodsinherited from classj ava. | ang. Obj ect

clone, equals, finalize, getC ass, hashCode, notify, notifyAll, toString, wait, wait,
wai t

Fields

DEFAULT RECONCILER
public static final java.lang.Cd ass DEFAULT RECONCI LER

The default replicareconciler of Telex. This constant isthe Vot i ngRepl i caReconci | er class.

_targetDocument

protected fr.inria.gforge.tel ex.inplenentation. Docunentlnpl _targetDocunent

Constructors

ReplicaReconciler

protected ReplicaReconciler()

Creates areplicareconciler.

M ethods

setParameters

public final void setParaneters(Docunentlnpl docunent)

Sets the parameters of this replicareconciler. Telex calls this method just after creating this replicareconciler, and before
any other method is called.

Parameters:
docunent - the document that this reconciler must handle.

getScheduler

protected final Schedul er get Schedul er ()
Returns the schedul er associated with this reconciler.

Returns:
the scheduler associated with this reconciler.
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(continued from last page)

getTransmitter

protected final Transmitter getTransmitter()
Returns the message transmitter associated with this reconciler.

Returns:
the message transmitter associated with this reconciler.

graphUpdate
public abstract void graphUpdate()

Notifies this reconciler that the action-constraint graph was updated. The scheduler associated with this reconciler callsthis
method whenever a new fragment is added to the action-constraint graph that it maintains.

voteFor

public abstract void voteFor(Schedul el mpl schedul e)
throws java.io.| OException

Requests this reconciler to favor the specified schedule when making scheduling decisions. This method is the actual
implementation of the Docunent . vot eFor ( Schedul e) method.

receiveVote

public abstract void recei veVote(Schedul el npl schedul e)

Notifies this reconciler that a vote for the specified schedule has been received. The transmitter associated with this
reconciler calls this method whenever it receveives a vote message.
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fr.inria.gforge.telex.extensions
Class ScheduleGenerator

j ava. | ang. Obj ect
+fr.inria.gforge.tel ex. extensi ons. Schedul eGener at or

Direct Known Subclasses:
IterableScheduleGenerator, ComponentlterableScheduleGenerator

public abstract class ScheduleGener ator
extends java.lang.Object

An object that generates sound Schedul es. Telex passes such an object to aTel exAppl i cat i on through the

Tel exAppl i cati on. execut e( Docunent, Schedul eGener at or) method when the specified document is updated, as
described in Schedul i ngPar anet er s. The application can then learn about the new state of the document by invoking the
provided generator. When the application is finished, it must rel ease the generator to indicate that it is ready to accept new
generators.

In the general case, several sound schedules may exist for a given set of actions and constraints. A schedule generator should not
generate just one schedule, but rather a set of alternative schedules. Indeed, the application must present these alternatives to user
so that he can choose the one he prefers. A schedule generator should comply as much as possible with the following guidelines,
by order of priority:

« only one of each set of equivalent schedules (according to non-commuting constraints) should be handed to the application,

« in case of conflict between actions of local user and that of remote users, schedules containing actions of local user should be
handed to the application first,

« if the application has previously specified one or more preferred schedules, newly-generated schedules should be prefixed
with one of the preferred schedules whenever possible,

« schedules should include as many of the actions of the action-constraint graph as possible.

A schedule generator is passed the action-constraint graph which it must compute sound schedules from. Most often, the actions of
this graph belong to only one document. A schedule generator, however, must handle the case in which the graph contains the
actions of several bound documents. In addition, an action-constraint graph may have several connected components. By definition
of the ACF, the schedules generated on distinct components are independent. A schedule generator should let the application
known that these schedules are independent. This allows the user to identify independent alternatives, and specify his choice for
each of them.

Telex provides a default general-purpose generator: DEFAULT_SCHEDULER. A Tel exAppl i cat i on with specific needs may

replace this default generator with its own by specifying it in its Pr ocessi ngPar anet er s. The application-specific generator
must extend the Schedul eGener at or class and provide a public nullary constructor.

Telex creates a new generator whenever it calls the execute() method. The generator is passed the following parameters: a snapshot
of the action-constraint graph, a snasphot of the list of the documents this graph relates to and the generator that Telex created on
the previous call to execute().
Author:

JM. BuscaINRIA/Regad

Field Summary

protected | _activeFilters
The snapshot of the list of active filtersto apply on the graph snapshot.
protected | _graphSnapshot

The snapshot of the action-constraint graph to process.
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protected | _previ ousGenerat or
The schedule generator that Telex previously created for the same graph.

protected | _rel atedDocunents
The snapshot of the list of documents the graph snapshot relates to.

public static final DEFAULT_SCHEDULER
The default schedule generator of Telex.

Constructor Summary

protected | Schedul eGenerator ()
Creates a schedule generator.

Method Summary

abstract get I nst ance( Docunent | npl  document)
Schedul eGener at or Returns a schedule generator instance responsible for the specified document.

abstract bool ean | isRel eased()
Determines whether this schedule generator has been released.

void | setParaneters(Tel exMultilog graph, Documentlnpl[] docunents,
ActionFiTter[][] filters, Schedul eGenerator previous)

Sets the parameters of this schedule generator.

Methodsinherited from classj ava. | ang. Obj ect

clone, equals, finalize, getd ass, hashCode, notify, notifyAll, toString, wait, wait,
wai t

Fields

DEFAULT _SCHEDULER
public static final java.lang.d ass DEFAULT SCHEDULER

The default schedule generator of Telex. This constant isthe | t er abl eSchedul eGener at or class.

_graphSnapshot

protected fr.inria.gforge.tel ex.scheduling. Tel exMultilog _graphSnapshot

The snapshot of the action-constraint graph to process.

_relatedDocuments

protected fr.inria.gforge.tel ex.inplenmentation. Docunentl nmpl _rel at edDocunents

The snapshot of the list of documents the graph snapshot relates to.

_activeFilters

protected fr.inria.gforge.telex.application. ActionFilter _activeFilters
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(continued from last page)
The snapshot of the list of active filters to apply on the graph snapshot.

_previousGenerator

protected fr.inria.gforge.tel ex. extensions. Schedul eGenerator _previ ousGener at or

The schedule generator that Telex previously created for the same graph.

Constructors

ScheduleGener ator

prot ected Schedul eGenerat or ()

Creates a schedule generator.

M ethods

setParameters

public final void setParaneters(Tel exMultilog graph,
Docurent I mpl [] docunents,
ActionFilter[][] filters,
Schedul eGener at or previ ous)

Sets the parameters of this schedule generator. Telex calls this method just after creating this schedule generator, and
before any other method is called.

Parameters:
gr aph - the action-constraint graph to process.
docunent s - the set of documents this graph relatesto.
pr evi ous - the schedule generator that Telex previously created on the graph.

getlnstance

public abstract Schedul eGenerator getlnstance(Docunent|npl docunent)

Returns a schedule generator instance responsible for the specified document. Telex calls this method for each document of
the rel at edDocunent s list, even if it contains only one element. Telex passes the returned schedule generator to the
execute() method.

Parameters:
documnent - the document for which to return a schedul e generator instance.

Returns:
a schedule generator instance.

iIsReleased
public abstract bool ean isRel eased()

Determines whether this schedule generator has been released. Telex calls this method to check whether it can call the
Tel exAppl i cati on. execut e( Docunent, Schedul eGener at or) method again for the same document.

Returns:
trueif this schedule has been released, and false otherwise.

Page 82 of 87 D 3.1 — Appendix |



frinriagforge.telex.extensions.V otingReplicaReconciler

fr.inria.gforge.telex.extensions
Class VotingReplicaReconciler

j ava. | ang. Obj ect

+fr.inria.gforge.tel ex. extensions. ReplicaReconcil er

I+—fr. i nria.gforge.tel ex. extensions. Voti ngRepli caReconcil er

public class VotingReplicaReconciler
extends ReplicaReconciler

A distributed Repl i caReconci | er based on voting. The reconciler works as follows. Each site proposes and votes for the
schedule(s) of its choice. The schedule that receives a majority or aplurality of votes wins and is committed.

[To rephrase: sites actually exchange multilogs] .
Author:
JM. Busca INRIA/Regal

Fiddsinherited from classfr. i nri a. gf or ge. t el ex. ext ensi ons. Repl i caReconci | er

_target Docunent , DEFAULT_RECONCI LER

Constructor Summary

public | VotingReplicaReconciler()

Method Summary

voi d | graphUpdate()

voi d | receiveVote(Schedul el npl vote)

voi d | voteFor (Schedul el npl schedul e)

Methodsinherited from classfr. i nri a. gf or ge. t el ex. ext ensi ons. Repl i caReconci | er

get Schedul er, getTransmitter, graphUpdate, receiveVote, setParaneters, voteFor

Methodsinherited from classj ava. | ang. Obj ect

clone, equals, finalize, getC ass, hashCode, notify, notifyAll, toString, wait, wait,
wai t

Constructors

VotingReplicaReconciler
public VotingReplicaReconciler()
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M ethods

graphUpdate
public void graphUpdate()

Notifies this reconciler that the action-constraint graph was updated. The scheduler associated with this reconciler calls this
method whenever anew fragment is added to the action-constraint graph that it maintains.

voteFor

public void voteFor (Schedul el npl schedul e)
throws java.io.| CException

Requests this reconciler to favor the specified schedule when making scheduling decisions. This method is the actual
implementation of the Docunent . vot eFor ( Schedul e) method.

recelveVote

public void receiveVote(Schedul el mpl vote)

Notifies this reconciler that a vote for the specified schedule has been received. The transmitter associated with this
reconciler calls this method whenever it receveives a vote message.
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I n d eX ENABLES 46

equals 67
ExcludeTheseUsersActions 39
_activeFilters 81 execute 69, 70
_graphSnapshot 81 executeNow 7
_previousGenerator 82

_relatedDocuments 81 F

_targetDocument 78

Fragment 54, 55
A
G
Action 30
ActionFilter 33 garbageCollect 10
add 56 getActions 16, 55
addAction 5 getApplication 5
addConstraint 6 getCommittedSchedule 73, 75
addFragment 6 getConstraintChecker 59
assemble 53 getConstraints 48, 50, 51, 55
getDeadActions 73, 75
B getDelay 63
getDocument 17, 31
bindDocument 69 getFirstAction 45
getld 17
C getindependentActions 73
getinstance 19, 27, 75, 82
clear 56 getinvokingUser 20
close 5 getlssuer 31
ClosedDocumentException 2 getKeys 30
compareTo 27 getName 27, 66
ComponentlterableScheduleGenerator 72 getNonActions 17
Constraint 44 getReplicaReconciler 60
CREATE 23 getSchedule 67
CreationTimeOrder 51 getScheduleGenerator 60
getSchedulelterators 73
D getScheduler 78
getSchedules 17
DEFAULT_PARAMETERS 58, 62 getSchedulingParameters 59
DEFAULT_RECONCILER 78 getSecondAction 45
DEFAULT_SCHEDULER 81 getState 16, 67
DEFAULT_TYPE 4 getThreshold 63
defineFilter 8 getTime 31, 67
defineSnapshot 9 getTimestamp 31
getTransmitter 78
E getType 4, 44
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graphUpdate 79, 83

H

hashCode 67

IncompatibleOpenModeException 11
INIT 30
instanciateReplicaReconciler 60
instanciateScheduleGenerator 60
InvalidDocumentFormatException 12
InvalidDocumentStateException 13
InvalidFragmentException 14
InvalidScheduleException 15
isActive 33

isClosed 5

isDeterministic 45

isFiltered 33, 35, 37, 39, 41
isMaterialized 67

isOffline 5

isReleased 75, 82

isStable 68

isStandaloneMode 20
IterableScheduleGenerator 75
iterator 75

O

openDocument 20, 21

P

ProcessingParameters 58, 59

R

READ_ONLY 22
READ_WRITE 23

receiveVote 79, 84

registerType 20

relesse 76

remove 68

removeFilter 8

removeSnapshot 9
ReplicaReconciler 78
RetainMyActionsOnly 35
RetainTheseUsersActionsOnly 37
RetainThisDocumentActionsOnly 41

S

save 68
ScheduleGenerator 82

L SchedulingParameters 63
setActive 33

listFilters 9 setDocument 31, 66

listSnapshots 9 setParameters 78, 82
setSchedulingParameters 8

M setTimestamp 31
split 53

merge 64 startFrom 7
StateSnapshot 66

N
T

NO_DELAY 62

NO_THRESHOLD 62 Telex 19

NOBODY 26 toString 27, 30, 44, 60, 64

NON_COMMUTING 47

NonCommutingActions 50 U

NOT_AFTER 47
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UninstantiableClassException 24
UnknownDocumentTypeException 25
UNSPECIFIED_DELAY 63
UNSPECIFIED_THRESHOLD 62

Vv

valueOf 23, 47

values 23, 47

voteFor 7,79, 84
VotingReplicaReconciler 83
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APPENDIX | - REQUIREMENTS, DESIGN AND IMPLE- Grid4All-034567
MENTATION PLAN OF DATA FACILITIES 20th June 2007

Level of confidentiality and dissemination

By default, each document created within Grid4All is (©) Grid4All Consortium Members and should be
considered confidential. Corresponding legal mentions are included in the document templates and should
not be removed, unless a more restricted copyright applies (e.g. at subproject level, organisation level etc.).

In the Grid4All Description of Work (DoW), and in the future yearly updates of the 18-months implemen-
tation plan, all deliverables listed in Section 7.7 have a specific dissemination level. This dissemination
level shall be mentioned in the document (a specific section for this is included in the template, both on the
cover page and in the footer of each page).

The dissemination level can be defined for each document using one of the following codes:

PU = Public.

PP = Restricted to other programme participants (including the EC services).

RE = Restricted to a group specified by the Consortium (including the EC services).
CO = Confidential, only for members of the Consortium (including the EC services).
INT = Internal, only for members of the Consortium (excluding the EC services).

This level typically applies to internal working documents, meeting minutes etc., and cannot be used for
contractual project deliverables.

It is possible to create later a public version of (part of) a restricted document, under the condition that the
owners of the restricted document agree collectively in writing to release this public version. In this case,
a new document code should be given so as to distinguish between the different versions.
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